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Abstract:	

Reconfigurable	computing	is	the	application	of	adaptable	fabrics	to	solve	computational	problems,	often	

taking	advantage	of	the	flexibility	available	to	produce	problem-specific	architectures	that	achieve	high	

performance	because	of	customization.	Reconfigurable	computing	has	been	successfully	applied	to	

fields	as	diverse	as	digital	signal	processing,	cryptography,	bioinformatics,	logic	emulation,	CAD	tool	

acceleration,	scientific	computing,	and	rapid	prototyping.	

Although	Estrin-first	proposed	the	idea	of	a	reconfigurable	system	in	the	form	of	a	fixed	plus	variable	

structure	computer	in	1960	[1]	it	has	only	been	in	recent	years	that	reconfigurable	fabrics,	in	the	form	of	

field-programmable	gate	arrays	(FPGAs),	have	reached	sufficient	density	to	make	them	a	compelling	

implementation	platform	for	high	performance	applications	and	embedded	systems.	In	this	article,	

intended	for	the	non-specialist,	we	describe	some	of	the	basic	concepts,	tools	and	architectures	

associated	with	reconfigurable	computing.	
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1	Introduction	

Although	reconfigurable	fabrics	can	in	principle	be	constructed	from	any	type	of	technology,	in	practice,	

most	contemporary	designs	are	made	using	commercial	field	programmable	gate	arrays	(FPGAs).	An	

FPGA	is	an	integrated	circuit	containing	an	array	of	logic	gates	in	which	the	connections	can	be	

configured	by	downloading	a	bitstream	to	its	memory.	FPGAs	can	also	be	embedded	in	integrated	

circuits	as	intellectual	property	cores.	More	detailed	surveys	on	reconfigurable	computing	are	available	

in	the	literature	[2-6].	

	 Microprocessors	offer	an	easy-to-use,	powerful	and	flexible	implementation	medium	for	digital	

systems.	Their	utility	in	computing	applications	makes	them	an	overwhelming	first	choice.	Moreover,	it	

is	relatively	easy	to	find	software	developers,	and	microprocessors	are	widely	supported	by	operating	

systems,	software	engineering	tools,	and	libraries.	However,	in	the	last	decade,	power	constraints	have	

limited	the	performance	of	serial	computation	on	microprocessors.	This	has	led	to	the	development	of	

multi-core	processors	and	an	increasing	importance	placed	on	the	pursuit	of	parallel	computation	[7].	

Unfortunately,	multi-core	processors	are	rarely	the	most	efficient	method	to	perform	parallel	

computation.	This	inefficiency	stems	from	the	fact	that	each	core	must	be	general	enough	to	support	an	

entire	instruction	set.	As	a	result,	the	majority	of	energy	is	used	in	decoding	the	instruction	and	fetching	

data	instead	of	performing	actual	computation[8].	

Hardware	accelerators	such	as	graphics	processor	units	(GPUs)	and	FPGAs	are	parallel	

computational	architectures	that	have	demonstrated	substantial	performance	and	energy	efficiency	

improvements	over	traditional	multi-core	processor	designs	by	moving	the	focus	back	to	computation	

[9,	10].	In	terms	of	energy	efficiency,	the	GPU	architecture,	which	consists	of	thousands	of	parallel	

floating-point	units,	is	best	suited	to	so-called	embarrassingly	parallel	computation	or	computationally	

expensive	problems.	However,	many	algorithms	will	not	fall	into	this	problem	category.	In	contrast,	

using	an	FPGA	or	Application-Specific	Integrated	Circuit	(ASIC),	it	is	possible	to	create	a	fully	customised	

datapath	for	a	given	algorithm,	meaning	it	is	possible	to	achieve	even	greater	energy	efficiency	using	

these	devices.		

Application-specific	integrated	circuits	(ASICs)	and	FPGAs	achieve	greater	levels	of	parallelism	

than	a	microprocessor	by	arranging	computations	in	a	spatial	rather	than	temporal	fashion.	This	can	

result	in	performance	improvements	of	several	orders	of	magnitude.	Also,	the	absence	of	caches	and	

instruction	decoding	can	result	in	the	same	amount	of	work	being	done	with	less	chip	area	and	lower	

power	consumption[11].	Notable	examples	of	application	domains	include	cryptography,	NP-hard	

optimization	problems,	pattern	matching,	machine	learning,	and	molecular	dynamics	[6].	



	 An	example	involving	the	implementation	of	a	finite	impulse	response	(FIR)	filter	is	shown	in		

Fig.	1.	The	reconfigurable	computing	solution	is	significantly	more	parallel	than	the	microprocessor-

based	one.	In	addition,	it	should	be	apparent	that	the	reconfigurable	solution	avoids	the	overheads	

associated	with	instruction	decoding,	caching,	register	files.	Furthermore,	speculative	execution,	

unnecessary	data	transfers	and	control	hardware	can	be	omitted.	

	

	
Figure	1.	Illustration	of	a	microprocessor	based	FIR	filter	vs.	a	reconfigurable	computing	solution.	In	the	

microprocessor,	operations	are	performed	in	the	ALU	sequentially.	Furthermore,	instruction	decoding,	

caching,	speculative	execution,	control	generation	and	so	on	are	required.	For	the	reconfigurable	

computing	approach	using	an	FPGA,	spatial	composition	is	used	to	increase	the	degree	of	parallelism.	

The	FPGA	implementation	can	be	further	parallelized	through	pipelining.	

	

	 Compared	with	ASICs,	FPGAs	offer	very	low	non-recurrent	engineering	(NRE)	costs,	which	is	

often	a	more	important	factor	than	the	fact	that	FPGAs	have	higher	units	costs.	This	is	because	many	

applications	do	not	have	the	extremely	high	volumes	required	to	make	ASICs	a	cheaper	proposition.	As	

integrated	circuit	feature	sizes	continue	to	decrease,	the	NRE	costs	associated	with	ASICs	continue	to	

escalate,	increasing	the	volume	at	which	it	becomes	cheaper	to	use	an	ASIC	(see	Fig.	2).	Being	more	

specialized,	ASICs	offer	area,	power	and	speed	advantages	over	FPGAs,	this	gap	being	reduced	as	more	

hard	blocks	are	employed	[12].	Moving	forward,	reconfigurable	computing	will	be	used	in	increasingly	

more	applications,	as	ASICs	become	only	cost	effective	for	the	highest	performance	or	highest	volume	

applications.	

	



	
Figure	2.	Cost	of	technology	vs.	volume.	The	crossover	volume	for	which	ASIC	technology	is	cheaper	

than	FPGAs	increases	as	feature	size	is	reduced	because	of	increased	non-recurrent	engineering	costs.	

	

	 Additional	benefits	of	reconfigurable	computing	are	that	its	technology	provides	a	shorter	time	

to	market	than	ASICs	(associated	FPGA	fabrication	time	is	essentially	zero),	making	many	fabrication	

iterations	within	a	single	day	possible.	This	benefit	allows	more	complex	algorithms	to	be	deployed	and	

makes	problem-specific	customizations	of	designs	possible.	FPGA-based	designs	are	inherently	less	risky	

in	terms	of	technical	feasibility	and	cost,	as	shorter	design	times	and	lower	upfront	costs	are	involved.	

As	its	name	suggests,	FPGAs	also	offer	the	possibility	of	modifications	to	the	design	in	the	field,	which	

can	be	used	to	provide	bug	fixes,	modifications	to	adapt	to	changing	standards,	or	to	add	functionality,	

all	of	which	can	be	achieved	by	downloading	a	new	bitstream	to	an	existing	reconfigurable	computing	

platform.	Reconfiguration	can	even	take	place	while	the	system	is	running,	this	being	known	as	runtime	

reconfiguration	(e.g.,	[13]).		

	 In	the	next	section,	we	introduce	the	basic	architecture	of	common	reconfigurable	fabrics,	

followed	by	a	discussion	of	applications	of	reconfigurable	computing	and	system	architectures.	Runtime	

reconfiguration	and	design	methods	are	then	covered.	Finally,	we	discuss	multichip	systems	and	end	

with	a	conclusion.	
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2	Reconfigurable	Fabrics	

A	block	diagram	illustrating	a	generic	fine-grained	island-style	FPGA	is	given	in	Fig.	3	[14].	Products	from	

companies	such	as	Xilinx	[15],	Altera	[16],	and	Microsemi	[17]		are	commercial	examples.	The	FPGA	

consists	of	a	number	of	logic	cells	that	can	be	interconnected	to	other	logic	and	input/output	(I/O)	cells	

via	programmable	routing	resources.	Logic	cells	and	routing	resources	are	configured	via	bit-level	

programming	data,	which	is	stored	in	memory	cells	in	the	FPGA.	A	logic	cell	consists	of	user-

programmable	combinatorial	elements,	with	an	optional	register	at	the	output.	They	are	often	

implemented	as	lookup	tables	(LUTs)	with	a	small	number	of	inputs,	4-input	LUTs	being	shown	in	Fig.3.	

Using	such	an	architecture,	subject	to	FPGA-imposed	limitations	on	the	circuit's	speed	and	density,	an	

arbitrary	circuit	can	be	implemented.	The	complete	design	is	described	via	the	configuration	bitstream	

which	specifies	the	logic	and	I/O	cell	functionality,	and	their	interconnection.	

Figure	3.	Architecture	of	a	basic	island-style	FPGA	with	four-input	logic	cells.	The	logic	cells,	shown	as	

gray	rectangles	are	connected	to	programmable	routing	resources	(shown	as	wires,	dots,	and	diagonal	

switch	boxes)	(source:	Reference	[14]	and	[18]).	



	 Current	trends	are	to	incorporate	additional	embedded	blocks	so	that	designers	can	integrate	

entire	systems	on	a	single	FPGA	device.	Apart	from	density,	cost,	and	board	area	benefits,	this	process	

also	improves	performance	because	more	specialized	logic	and	routing	can	be	used	and	all	components	

are	on	the	same	chip.	A	contemporary	FPGA	commonly	has	features	such	as	carry	chains	to	enable	fast	

addition;	wide	decoders;	tristate	buffers;	blocks	of	on-chip	memory	and	multipliers;	embedded	

microprocessors;	programmable	I/O	standards	in	the	input/output	cells;	delay	locked	loops;	phase	

locked	loops	for	clock	de-skewing,	phase	shifting	and	multiplication;	multi-gigabit	transceivers	(MGTs);	

and	embedded	microprocessors.	Embedded	microprocessors	can	be	implemented	either	as	soft	cores	

using	the	internal	FPGA	resources	or	as	hardwired	cores.	

	 In	addition	to	the	architectural	features	described,	intellectual	property	(IP)	cores,	implemented	

using	the	logic	cell	resources	of	the	FPGA,	are	available	from	vendors	and	can	be	incorporated	into	a	

design.	These	cores	include	bus	interfaces,	networking	components,	memory	interfaces,	signal	

processing	functions,	microprocessors	and	so	on	and	can	significantly	reduce	development	time	and	

effort.	

	 The	bit-level	organization	of	the	logic	and	routing	resources	in	island-style	FPGAs	is	extremely	

flexible	but	has	high	implementation	overhead	as	a	result.	Tradeoffs	exist	in	the	granularity	of	the	logic	

cells	and	routing	resources.	Fine-grained	devices	have	the	best	flexibility;	however,	coarse-grained	

elements	can	trade	some	flexibility	for	higher	performance	and	density	[19].		

With	modern	technologies,	the	speed	of	the	routing	resource	is	a	limiting	factor.	Trends	have	

been	to	increase	the	functionality	of	the	logic	cells	e.g.,	use	logic	cells	with	larger	numbers	of	inputs	

which	can	also	be	configured	as	smaller	LUTs	[20]	and	to	add	pipeline	registers	to	the	routing	fabric	[21].	

For	datapath	oriented	applications	such	as	in	digital	signal	processing,	coarse-grained	architectures	[22]	

such	as	Pipewrench		[23]	and	RaPID	[24]	employ	bus-based	routing	and	word-based	functional	units	to	

utilize	silicon	resources	more	efficiently.		

	 	



	
3	Applications	

Reconfigurable	computing	has	found	widespread	application	in	the	form	of	“custom	computing-

machines”	to	accelerate	computation	over	algorithms	implemented	on	a	CPU.	Application	domains	

include	high-energy	physics	[25],	genome	analysis	[26],	signal	processing	[27,	28],	computer	vision	[29],	

cryptography	[30,	31],	financial	engineering	[10,	32],	scientific	computing	[33],	machine	learning	[34]	

and	security	[35].		

In	many	of	these	problem	domains,	a	general	purpose	GPU	has	also	demonstrated	considerable	

acceleration	over	a	CPU	and	will	often	outperform	an	FPGA	as	well	in	terms	of	raw	performance.	This	is	

because	it	is	a	parallel	architecture	with	many	hardened	floating-point	units	and	substantially	greater	

memory	bandwidth,	meaning	it	is	an	ideal	architecture	provided	algorithms	that	can	be	broken	down	

into	a	large	number	of	parallel	threads.	However,	outright	performance	is	no	longer	the	only	

benchmark;	energy	consumption	is	also	important.	In	terms	of	high	performance	computing,	

supercomputing	clusters	and	datacenters	now	consume	vast	amounts	of	energy,	not	only	on	

computation,	but	also	on	cooling	in	order	to	maintain	performance	and	reliability.	It	follows	that	

reducing	energy	consumption	provides	both	environmental	and	economic	benefits.	Energy	minimization	

is	also	important	for	embedded	applications;	for	example,	reducing	power	consumption	on	

smartphones	or	other	battery-powered	devices	is	desirable	from	an	end	user	perspective.	As	a	result,	

FPGA	and	GPU	vendors	are	focusing	their	engineering	efforts	towards	making	future	architectures	more	

energy	efficient.	This	is	reflected	in	the	most	recent	FPGA	and	GPU	architectures:	Nvidia’s	P100	claims	a	

peak	performance	of	10.6	TFLOPs	(single	precision)	with	a	TDP	of	only	300W	[36],	while	Altera	claims	

performance	of	up	to	9.3	TFLOPs	(single	precision)	at	80	GFLOPs/watt	is	achievable	on	their	upcoming	

Stratix	10	device	[16].	

Many	experimental	studies	have	been	performed	comparing	the	energy	efficiency	of	FPGAs,	

GPUs	and	CPUs;	a	recent	survey	is	provided	[37].	Both	FPGAs	and	GPUs	typically	outperform	CPUs	

according	to	this	metric.	GPUs	have	been	shown	to	be	more	energy	efficient	than	FPGAs	for	certain	

applications	such	as	matrix	multiplication.	To	some	extent,	this	is	a	result	of	the	decision	to	optimize	the	

GPU	architecture	for	this	problem	[38].	However,	the	flexibility	of	an	FPGA	has	seen	it	outperform	a	

GPU,	in	terms	of	energy-efficiency	or	performance-per-watt,	across	a	broader	spectrum	of	applications.	

Examples	include:	2-D	FIR	(finite-impulse	response)	filters,	Viola-Jones	face	detection,	K-means	

clustering,	Monte-Carlo	options	pricing,	random	number	generation,	Smith-Waterman,	3-D	ultrasound	

computer	tomography	[37].	Energy	efficiency	gains	using	FPGAs	have	also	been	claimed	on	commercial	



systems.	For	example,	Microsoft	reported	a	3x	energy	efficiency	gain,	and	a	reduced	latency,	when	using	

FPGAs	instead	of	GPUs	on	their	Catapult	machine	[39],	which	is	discussed	later	in	Section	4.		

While	most	of	these	performance	comparisons	have	been	performed	using	IEEE	standard	single	

or	double	precision	arithmetic,	this	is	not	necessarily	the	most	energy-efficient	design	possible	on	an	

FPGA.	This	is	because	FPGAs	have	the	freedom	to	implement	any	precision,	so	it	may	be	possible	to	

create	a	working	design	using	a	custom	(reduced	precision)	fixed	or	floating-point	number	format	that	is	

sufficient	to	satisfy	a	design	specification.	This	will	avoid	unnecessary	computation	and	can	improve	the	

energy-efficiency	and	performance	of	an	FPGA	implementation	dramatically	[40,	41].		

To	a	degree,	the	flexibility	of	an	FPGA	is	even	beyond	that	possible	in	an	ASIC.	For	example,	in	an	

FPGA-based	implementation	of	RSA	cryptography	[30],	a	different	hardware	modular	multiplier	for	each	

prime	modulus	was	employed	(i.e.,	the	modulus	was	hardwired	in	the	logic	equations	of	the	design).	

Such	an	approach	would	not	be	practical	in	an	ASIC	as	the	design	effort	and	cost	is	too	high	to	develop	a	

different	chip	for	different	moduli.	This	led	to	greatly	reduced	hardware	and	improved	performance,	the	

implementation	being	an	order	of	magnitude	faster	than	any	reported	implementation	in	any	

technology	at	the	time.		

	 Another	important	application	is	logic	emulation	[42,	43]	where	reconfigurable	computing	is	not	

only	used	for	simulation	acceleration,	but	also	for	prototyping	of	ASICs	and	in-circuit	emulation.	In-

circuit	emulation	allows	the	possibility	of	testing	prototypes	at	full	or	near-full	speed,	allowing	more	

thorough	testing	of	time-dependent	applications	such	as	networks.	It	also	removes	many	of	the	

dependencies	between	ASIC	and	firmware	development,	allowing	them	to	proceed	in	parallel	and	hence	

shortening	development	time.	As	an	example,	it	was	used	in	[44]	for	the	development	of	a	two-million-

gate	ASIC	containing	an	IEEE	802.11	medium	access	controller	and	IEEE	802.1	la/b/g	physical	layer	

processor.	Using	a	reconfigurable	prototype	of	the	ASIC	on	a	commodity	FPGA	board,	the	ASIC	went	

through	one	complete	pass	of	real-time	beta	testing	before	tape-out.	

	 Digital	logic,	of	course,	maps	extremely	well	to	fine-grained	FPGA	devices.	The	main	design	

issues	for	such	systems	lie	in	partitioning	of	a	design	among	multiple	FPGAs	and	dealing	with	the	

interconnect	bottleneck	between	chips.	The	Cadence	Protium	Rapid	Prototyping	Platform	[45]	is	a	

commercial	example	of	a	logic	emulation	system	and	has	100	million-gate	logic	capacity	and	fast	

compilation	and	partitioning	algorithms.	Further	discussion	of	interconnect	time-multiplexing	and	

system	decomposition	is	given	later	in	this	article.	Some	examples	of	applications	accelerated	using	

early	multiple	FPGA	systems	are	discussed	below.	



	 Hoang	[26]	implemented	algorithms	to	find	minimum	edit	distances	for	protein	and	DNA	

sequences	on	the	Splash	2	architecture.	Splash	2	can	be	modeled	in	terms	of	both	bidirectional	and	

unidirectional	systolic	arrays.	In	the	bidirectional	algorithm,	the	source	character	stream	is	fed	to	the	

leftmost	processing	element	(PE),	whereas	the	target	stream	is	fed	to	the	rightmost	PE.	Comparing	two	

sequences	of	length	m	and	n	requires	at	least	2	´	max	(m+1,	n+1)	processors,	and	the	number	of	steps	

required	to	compute	the	edit	distance	is	proportional	to	the	size	of	the	array.	The	unidirectional	

algorithm	is	suited	for	comparing	a	single	source	sequence	against	multiple	target	sequences.	The	

source	sequence	is	first	loaded	as	in	the	bidirectional	case,	and	the	target	sequences	are	fed	in	one	after	

the	other	and	processed	as	they	pass	through	the	PEs	(which	results	in	virtually	100%	utilization	of	

processors,	so	that	the	unidirectional	model	is	better	suited	for	large	database	searches).	

	 A	common	application	domain	for	reconfigurable	computing	is	in	real-time	data	acquisition	and	

signal	processing.	The	BEE2	system	[27],	described	in	the	next	section,	was	applied	to	the	radio	

astronomy	signal	processing	domain,	which	included	development	of	a	billion-channel	spectrometer,	a	

1024-channel	polyphase	filter	bank,	and	a	two-input,	1024-channel	correlator.	The	FPGA-based	system	

used	a	130-nm	technology	FPGA	and	performance	was	compared	with	130-and	90-nm	DSP	chips	as	well	

as	a	90-nm	microprocessor.	Performance	in	terms	of	computational	throughput	per	chip	was	found	to	

be	a	factor	of	10	to	34	over	the	DSP	chip	in	130-nm	technology	and	4	to	13	times	better	than	the	

microprocessor.	In	terms	of	power	efficiency,	the	FPGA	was	one	order	of	magnitude	better	than	the	DSP	

and	two	orders	of	magnitude	better	than	the	microprocessor.	Compute	throughput	per	unit	chip	cost	

was	20–307%	better	than	the	90-nm	DSP	and	50–500%	better	than	the	microprocessor.	

	 One	final	emerging	application	domain	is	machine	learning.	Reconfigurable	implementations	

show	great	promise	for	addressing	their	heavy	computational	demands,	and	reconfigurable	computing	

is	particularly	strong	in	embedded	and	low-precision	scenarios.	Tridgell	et.	al.	demonstrated	regression,	

classification	and	novelty	detection	using	online	kernel	methods.	Their	fully	pipelined	implementation	

could	process	continuous	data	at	rates	higher	than	1	Gbps	and	perform	simultaneous	learning	and	

prediction	with	a	latency	of	100	ns	[46].		Zhang	et.	al.	applied	a	roofline	model	to	balance	resource	

utilization	and	memory	bandwidth	in	the	acceleration	of	a	deep	convolutional	neural	network	(CNN).	

They	achieved	62	GFLOPS	on	a	single	Xilinx	Virtex	VC707	board,	this	being	a	4.8X	speedup	over	a	16	

thread	implementation	on	an	Intel	Xeon	E5-2430	processor	[47].	

	 	



4	System	Architectures	

Reconfigurable	computing	machines	are	constructed	by	utilizing	one	or	more	FPGAs.	Most	systems	

include	other	elements,	such	as	microprocessors	and	storage,	and	can	be	treated	as	processing	

elements	and	memory	that	are	interconnected.	Obviously,	the	arrangement	of	these	elements	affects	

the	system	performance	and	routability,	and	some	examples	are	given	in	this	section.	

	 The	Avnet	Zedboard	is	a	development	board	which	integrates	a	single	Xilinx	Zynq	XC7Z020	FPGA	

(which	contains	FPGA	logic	and	a	dual-core	ARM	Cortex-A9	processor),	DDR	memory,	SD	card,	Ethernet,	

USB	and	video	interfaces.	This	single	board	computer	can	run	the	Linux	operating	system,	and	it	

provides	a	low-cost	entry	point	for	teaching	and	research	in	reconfigurable	computing	[48].	

	 The	simplest	topology	for	connecting	multiple	FPGAs	involves	a	ring,	mesh,	or	other	fixed	

pattern.	FPGAs	serve	as	both	logic	and	interconnect,	providing	direct	communication	between	adjacent	

devices.		Such	an	architecture	is	predicated	on	locality	in	the	circuit	design	and	further	assumes	that	the	

circuit	design	maps	well	to	the	planar	mesh.	This	architecture	fits	well	for	applications	with	regular	local	

communications	[49].	However,	in	general,	high	performance	is	hard	to	obtain	for	arbitrary	

communication	patterns	because	the	architecture	only	provides	direct	communications	between	

neighboring	FPGAs	and	two	distant	FPGAs	may	need	many	other	devices	as	“hops”	to	communicate,	

resulting	in	long	and	widely	variable	delays.	Furthermore,	FPGAs,	when	used	as	interconnects,	often	

result	in	poor	timing	characteristics.	

	 Figure	4	depicts	the	SPLASH	2	architecture	[50]	published	in	1990.	Each	board	contains	16	

FPGAs,	X1	through	X16.	The	blocks	M1	through	M16	are	local	memories	of	the	FPGAs.	A	simplified	36-

bit	bus	crossbar,	with	no	permutation	of	the	bit-lines	within	each	bus,	interconnects	the	16	FPGAs.	

Another	36-bit	bus	connects	the	FPGAs	in	a	linear	systolic	fashion.	The	local	memories	are	dual	ported	

with	one	port	connecting	to	the	FPGAs	and	the	other	port	connecting	to	the	external	bus.	It	is	

interesting	to	note	that	the	crossbar	was	added	to	the	SPLASH	2	machine,	the	original	SPLASH	1	machine	

only	having	the	linear	connections.	SPLASH	2	has	been	successfully	used	for	custom	computing	

applications	such	as	search	in	genetic	databases	and	string	matching	[26].	

	



	
Figure	4.	SPLASH2	architecture.	Each	board	contains	16	FPGAs,	XI	through	XI6.	The	blocks	Ml	through	

Ml6	are	local	memories	of	the	FPGAs.	A	simplified	36-bit	bus	crossbar,	with	no	permutation	of	the	bit-

lines	within	each	bus,	interconnects	the	16	FPGAs.	Another	36-bit	bus	connects	the	FPGAs	in	daisy-chain	

fashion.	The	local	memories	are	dual	ported	with	one	port	connecting	to	the	FPGAs	and	the	other	port	

connecting	to	the	external	bus.	

	

	 Other	designs	have	used	a	hierarchy	of	interconnect	schemes,	differing	in	performance.	The	use	

of	multi-gigabit	transceivers	(MGT)	available	on	contemporary	FPGAs	allows	high	bandwidth	

interconnection	using	commodity	components.	An	example	is	the	Berkeley	Emulation	Engine	2	(BEE2)	

[27],	designed	for	reconfigurable	computing	and	illustrated	in	Fig.	5.	Each	compute	module	consists	of	

five	FPGAs	(Xilinx	XC2VP70)	connected	to	four	double	data	rate	2	(DDR2)	dual	inline	memory	modules	

(DIMMs)	with	a	maximum	capacity	of	4GB	per	FPGA.	Four	FPGAs	are	used	for	computation	and	one	for	

control.	Each	PPGA	has	two	PowerPC	405	processor	cores.	A	local	mesh	connects	the	computation	

FPGAs	in	a	2-D	grid	using	low-voltage	CMOS	(LVCMOS)	parallel	signaling.	Off-module	communications	

are	of	via	18	(two	from	the	control	FPGA	and	four	from	each	of	the	compute	FPGAs)	Infiniband	4X	

channel-bonded	2.5-Gbps	connectors	that	operate	full-duplex,	which	corresponds	to	a	180-Gbps	off-

module	full-duplex	communication	bandwidth.	Modules	can	be	interconnected	in	different	topologies	

including	tree,	3-D	mesh,	or	crossbar.	The	use	of	standard	interfaces	allows	standard	network	switches	

such	as	Infiniband	and	10-Gigabit	Ethernet	to	be	used.	Finally,	a	100	base-T	Ethernet	connection	to	the	

control	FPGA	is	present	for	out-of-band	communications,	monitoring,	and	control.	



	

	
Figure	5.	BEE2	Compute	Module	block	diagram.	Compute	modules	can	be	interconnected	via	the	

Infiniband	IB4X	connectors,	either	directly	or	via	a	10-Gigabit	Ethernet	switch.	The	100-Base	T	Ethernet	

can	be	used	for	control,	monitoring,	or	data	archiving.	

	

Commercial	machines,	such	as	the	Maxeler	MPC-X2000	system	[51],	have	a	similar	interconnect	

structure	to	the	BEE2	in	that	they	are	parallel	machines	employing	high	performance	microprocessors	

tightly	coupled	to	a	relatively	small	number	of	FPGA	devices	per	node.	The	MPC-X2000	is	a	1U	server	

with	eight	large	FPGAs,	called	dataflow	engines	(DFEs),	interconnected	in	a	ring	arrangement.	A	total	of	

384	GB	of	dynamic	RAM	is	supported	and	multiple	host	processors	can	communicate	with	each	DFE	via	

a	high-speed	Infiniband	switched	interconnect	network.	Such	machines	can	have	orders	of	magnitude	

performance	improvement	over	conventional	architectures	and	switching	topologies	can	be	altered	via	

configuration	of	the	switching	fabric.	

	 Microsoft	took	a	different	approach	in	their	Catapult	machine,	choosing	a	single	daughter	card	

per	server	over	multi-FPGA	boards	for	the	reasons	of	scalability,	capacity,	power,	space	and	reliability	

[52].	Each	FPGA	card	operates	under	20	W,	is	hosted	by	a	server	via	PCI	Express	and	contains	8	GB	of	

dynamic	RAM.	The	FPGA	boards	are	organized	in	a	24U	arrangement	of	48U	half-width	1U	servers,	

directly	connected	together	with	SAS	cables.	A	test	system	containing	1,632	servers	was	shown	to	



reduce	the	tail	latency	of	the	Microsoft	Bing	search	engine	by	29%	and	improve	ranking	throughput	of	

each	server	by	95%.		

	 The	Intel-Altera	Heterogeneous	Architecture	Research	Platform	(HARP)	utilizes	Intel	Quickpath	

Interconnect	(QPI)	in	a	dual	socket	motherboard	with	the	processor	and	FPGA	residing	each	occupying	a	

socket	[53].	This	offers	higher	bandwidth	and	lower	latency	over	conventional	daughter	cards.	A	

coherent	shared	memory	between	the	processor	and	FPGA	gives	the	promise	of	a	greatly	simplified	

programming	model	and	tighter	processor-FPGA	coupling	which	will	benefit	irregular	data	access	

patterns.		 	



5	Runtime	Reconfiguration	

A	reconfigurable	computing	system	can	have	its	functionality	updated	during	execution,	

resulting	in	reduced	resource	requirements.	A	runtime	reconfigurable	system	partitions	a	design	

temporally	so	that	the	entire	design	does	not	need	to	be	resident	in	the	FPGA	at	any	given	moment	[54,	

55].	Instead,	the	FPGA	fabric	is	time-shared	between	specialized	hardware	accelerators	at	runtime.	

Using	this	technique,	designs	larger	than	the	available	hardware	resources	can	be	realized,	or	

alternatively,	an	existing	design	may	be	implemented	on	a	smaller	or	cheaper	device.	Furthermore,	

energy	efficiency	can	be	increased	because	the	entire	fabric	can	be	used	more	effectively.	

Single	context,	multiple	context	architectures	and	partially	reconfigurable	FPGAs	been	

developed.	In	a	single	context	system,	any	changes	to	the	functionality	of	the	FPGA	involve	reloading	the	

entire	bitstream;	early	FPGAs	were	of	this	type.	This	scheme	has	the	disadvantage	of	long	

reconfiguration	time.	Multiple	context	or	time-sharing	architectures,	lie	at	the	other	extreme.	These	

allow	a	number	of	complete	configurations	to	be	stored	in	the	fabric	simultaneously	and	thus	

reconfiguration	can	be	achieved	in	a	small	number	of	cycles.	These	architectures	were	also	proposed	for	

early	FPGAs.	As	an	example,	an	architecture	named	Dharma,	was	proposed	that	contains	a	functional	

block	and	an	interconnect	network	[56].	By	breaking	a	large	design	into	levels	in	a	folded	pipeline,	the	

logic	modules	and	interconnect	can	be	time-shared	by	dynamically	reconfiguring	each	level.	This	

topology	simplifies	the	architecture	and	provides	predictable	interconnect	delay	(Fig.	6).	Multiple	

context	architectures,	such	as	NEC's	Dynamically	Reconfigurable	Processor	(DRP)	[57],	were	later	

developed.	Such	architectures	have	the	shortest	context	switch	time,	however,	a	larger	area	overhead	is	

associated	with	implementation	of	this	scheme.	

	



	
Figure	6.	Dynamic	Architecture	for	FPGA-based	systems.	The	architecture	contains	a	functional	block	

and	an	interconnect	network.	The	interconnect	and	the	logic	can	be	time	shared.	The	emulated	design	

topology	is	levelized	in	a	folded	pipeline	manner.	The	levelized	topology	simplifies	the	architecture	with	

predictable	interconnect	delay.	

	

Partially	reconfigurable	FPGAs,	as	supported	by	the	major	FPGA	vendors	in	Xilinx	Virtex	[15]	and	

Altera	Stratix	[16]	architectures,	have	begun	to	dominate	the	market.	These	architectures	allow	portions	

of	the	FPGA	to	be	changed	via	a	memory	mapped	scheme	whilst	the	other	portions	of	the	FPGA	

continue	functioning.	In	comparison	to	a	single	context	scheme,	there	is	some	area	overhead	associated	

in	providing	this	feature;	ideally	this	is	compensated	for	by	more	efficient	use	of	the	fabric.			

Many	tools	have	been	developed	to	help	support	runtime	reconfiguration.	Commercial	tools,	

provided	by	the	main	FPGA	vendors	Xilinx	and	Altera	aim	to	abstract	the	low	level	implementation	

details	from	the	engineer.	However,	other	open	source	tools	have	been	developed	to	enable	more	

flexible	systems.	For	example,	ReCoBus-Builder	introduced	a	simple	interface	for	communication	

between	the	static	part	of	a	system	and	the	dynamic	modules,	as	well	as	the	ability	to	place	and	route	

partial	modules	separately,	before	linking	these	compiled	bitstreams	at	run-time	[58].	This	makes	

modules	interchangeable	and	speeds	up	the	compilation	process.	The	GoAhead	tool	takes	this	further,	

allowing	the	FPGA	fabric	to	be	separated	into	different	regions,	with	individual	modules	compiled	to	fit	

into	one	or	more	of	these	regions	[59].	It	also	provides	support	for	modules	to	communicate	between	or	

across	regions.	This	improves	flexibility	in	placement	of	modules	and	promotes	sharing	across	regions.	

Tools	to	help	determine	the	optimum	number	of	regions	have	also	been	generated	[60].	



The	aforementioned	tools	are	also	able	to	support	hierarchical	designs,	where	a	partial	region	

does	not	need	to	be	fully	reconfigured;	instead	a	smaller	region	within	this	area	can	be	reconfigured.	

This	has	multiple	advantages.	Firstly,	storing	a	few	different	modules	at	each	hierarchical	level	provides	

a	huge	amount	of	flexibility,	saving	significant	configuration	memory	in	comparison	to	storing	all	

different	modules	at	the	highest	level.	Furthermore,	since	only	a	small	region	needs	to	be	reconfigured,	

the	reconfiguration	time	is	reduced	[61].		

Tools	also	exist	to	help	overlap	re-configuration	and	computation	to	maximize	the	performance	

of	the	device.	For	example	ZyCAP,	which	is	based	on	the	Xilinx	Zynq	architecture	with	an	embedded	

ARM	CPU,	provides	software	drivers	to	help	reconfiguration	be	overlapped	with	computation	by	

controlling	all	the	reconfiguration	processes	[62].	It	can	alert	the	software	that	configuration	is	

complete,	and	also	manages	how	partial	bitstreams	are	stored	in	memory.	This	is	important	to	help	

maximize	performance,	for	example,	this	tool	offers	the	ability	to	cache	partial	bitstreams	in	DRAM	to	

speed	up	the	reconfiguration	process.	Finally,	there	are	also	efforts	to	verify	the	partial	bitstreams	

perform	the	desired	functionality	[63].	

There	are	many	examples	of	run-time	reconfiguration,	with	the	logical	unit	of	reconfiguration	

ranging	from	application-level	down	to	a	sub-instruction.	These	are	discussed	below:	

At	the	application	level,	examples	include	adapting	the	bitstream	according	to	changes	in	

environmental	conditions.	For	example,	Claus	et	al.	discussed	how	hardware	accelerators	may	be	

needed	for	real-time	video	processing,	but	in	the	context	driver	assistance,	adapting	them	according	to	

changing	light	conditions	could	improve	performance.	They	demonstrated	that	this	can	prove	

worthwhile	since	modules	can	be	quickly	reconfigured	between	frames	[64].		

Task	level	reconfiguration	is	common	for	software	defined	radio,	for	example	when	switching	

between	encoding	schemes.	The	trade-offs	between	full	or	partial	reconfiguration	in	this	problem	

domain	are	discussed	by	Delahaye	et	al.	[65].	Similarly,	Feillen	et	al.	discussed	how	different	stages	of	

digital	video	decoding	do	not	needs	to	operate	concurrently,	meaning	the	same	hardware	could	be	re-

used	in	this	example	[66].	Task	level	reconfiguration	for	an	operating	system	has	also	been	proposed	

[67].	Under	control	of	software	running	on	a	microprocessor,	task	circuits	can	be	scheduled	online	and	

placed	in	a	suitable	free	space	in	a	hardware	task	area.	Communications	between	tasks	and	I/O	are	done	

through	a	task	communication	bus,	and	termination	of	a	task	frees	the	reconfigurable	resources	used.	It	

was	shown	that	hardware	in	the	hardware	task	area	can	be	shared	by	tasks	and	the	overheads	

associated	with	its	implementation	on	a	partially	configurable	platform	were	acceptably	low.	This	helps	

improve	scheduling	of	real-time	tasks.	



Instruction	level	reconfiguration	has	been	demonstrated	for	hardware	accelerated	database	

queries.	Different	hardware	modules	for	SQL	queries	could	be	dynamically	configured	to	improve	

performance	[68]	and	energy	efficiency	[69].	A	CPU	system	with	custom	instructions	is	another	common	

candidate	for	instruction	level	reconfiguration.	An	early	example	includes	the	Dynamic	Instruction	Set	

Computer	(DISC)	[70],	which	supported	demand-driven	modification	of	the	instruction	set	through	

partial	reconfiguration.	The	commercial	Stretch	processor	[71]	combines	reconfigurable	fabric	with	a	

processor	to	support	the	execution	of	custom	instructions	implemented	on	a	reconfigurable	fabric.	

Furthermore,	the	fabric	can	be	reconfigured	at	runtime	and	the	design	environment	is	software-centric,	

with	programming	of	the	processor	being	in	Stretch	C.		

Finally,	partial	reconfiguration	has	also	been	shown	for	sub-instructions.	For	example,	a	pipeline	

stage	could	be	a	convenient	unit	of	reconfiguration,	as	demonstrated	by	incremental	pipeline	

reconfiguration	[72].	Assume	an	FPGA	that	has	enough	silicon	area	for	N	physical	pipeline	stages,	but	

the	design	contains	M	pipeline	stages	(where	M>>N).	Through	adding	one	pipeline	stage	and	removing	

the	trailing	pipeline	stage	in	each	stage	of	the	computation,	execution	and	computation	can	be	

overlapped.	Such	a	circuit	will	implement	a	pipeline	of	depth	N	and	fully	utilize	the	FPGA	at	any	given	

point	in	time.	Runtime	reconfiguration	can	be	done	at	even	lower	levels.	Examples	include	those	

supporting	hierarchical	designs	for	a	CPU	with	greater	numbers	of	custom	instructions	[61]	and	a	

crossbar	switch	which	employs	runtime	reconfiguration	of	the	FPGA's	routing	resources	[73].	By	partially	

reconfiguring	routing	multiplexers,	this	scheme	was	able	to	achieve	density,	switch	update	latency	and	

performance	higher	than	possible	using	conventional	means.	

	 	 	



6	Design	methods	

Hardware	description	languages	(HDLs)	such	as	the	Very	High	Speed	Integrated	Circuit	Hardware	

Description	Language	(VHDL)	and	Verilog	are	commonly	used	to	specify	the	logic	of	a	reconfigurable	

system.	Descriptions	in	these	languages	have	the	advantage	of	being	vendor	neutral,	so	the	same	

description	can	be	synthesized	for	different	targets	such	as	different	FPGA	devices,	different	FPGA	

vendors,	and	ASICs.	For	this	reason,	these	languages	are	often	the	target	language	for	higher	level	tools	

that	offer	higher	levels	of	abstraction.	

	 Module	generators	and	libraries	are	commonly	deployed	to	promote	reuse.	For	example,	

vendors	such	as	Altera	and	Xilinx	have	parameterized	libraries	of	components	that	can	be	used	in	a	

design.	These	libraries	are	generated	so	that	a	circuit	optimized	for	the	particular	application	can	be	

produced.	As	an	example,	a	parameterized	floating	point	library	might	allow	the	wordlength	of	the	

exponent	and	significand	to	be	specified	as	well	as	whether	denormalized	numbers	are	supported.	The	

module	generator	then	generates	a	netlist	or	VHDL-based	floating	point	adder	that	can	be	included	in	a	

design.	Open	source	alternatives,	such	as	the	FloPoCo	library	also	provide	vendor	neutral	alternatives	to	

generate	many	key	components	[74].	

	 In	an	effort	to	help	make	FPGAs	more	mainstream,	efforts	have	been	placed	into	high-level	

synthesis,	which	is	the	process	of	compiling	a	traditional	high	level	language	down	to	a	netlist	or	HDL.	

The	use	of	traditional	programming	languages	improves	productivity	as	low	level	details	are	handled	by	

the	compiler.	This	is	analogous	to	C	versus	assembly	language	for	software	development.	Another	

difference	with	potentially	large	implications	is	that,	using	these	tools,	software	developers	can	also	

design	reconfigurable	computing	applications	

	 As	an	early	example,	Luk	and	Page	described	a	simple	compilation	process	[75,	76]	from	a	high	

level	language	with	explicit	parallel	extensions	to	a	register	transfer	language	(RTL)	description.	Parallel	

execution	of	statements	is	implemented	via	parallel	processes,	and	these	can	communicate	via	channels	

through	which	a	single-word	message	can	be	passed.	Variables	in	the	user	program	are	mapped	to	

registers,	all	expressions	are	implemented	as	combinational	logic,	and	multiplexers	are	used	in	the	case	

a	register	has	multiple	sources.	A	datapath	that	matches	the	dataflow	graph	of	the	input	source	

description	is	generated	using	this	strategy.	The	clocking	scheme	employed	is	a	global,	synchronous	one,	

and	a	convention	that	each	assignment	takes	exactly	one	clock	cycle	is	followed.	A	start	signal	is	used	to	

feed	the	clock	and	to	enable	each	register	that	corresponds	to	a	variable,	and	a	finish	signal	is	generated	

for	the	assignment	in	the	following	clock	cycle.	To	execute	statements	sequentially,	the	start	and	finish	

signals	of	adjacent	statements	are	simply	connected	together,	creating	a	one-hot	distributed	control	



scheme.	Conditional	statements	and	loops	are	formed	by	asserting	one	of	several	possible	start	signals	

that	correspond	to	alternative	basic	blocks	in	a	program.	Completion	of	conditional	or	loop	constructs	

and	synchronization	of	parallel	blocks	are	implemented	by	combining	relevant	finish	signals	using	the	

appropriate	combinatorial	logic.	An	example	showing	the	translation	of	a	simple	code	fragment	to	

control	and	datapath	is	shown	in	Fig.	7.	

	

	
Figure	7.	Hardware	compilation	example.	The	C	program	is	translated	into	a	datapath	(top)	and	control	

(bottom).	Execution	of	statements	in	the	while	loop	are	controlled	by	s1	and	s2;	s0	and	s3	correspond	to	

the	start	signals	of	the	statements	before	and	after	the	while	loop.	

	

High-level	synthesis	tools	have	since	moved	beyond	simply	translating	a	high-level	language	to	a	

hardware	design;	instead	they	focus	on	creating	an	optimized	hardware	design.	Straightforward	

examples	may	include	extracting	parallelism	through	loop	unrolling	or	creating	deeply	pipelined	designs	

to	maximize	clock	frequency.	However,	finer-grained	optimisations	are	also	possible.	For	example,	since	



moving	data	onto	the	FPGA	can	be	expensive,	storing	data	locally	on	the	chip	and	re-using	the	data	can	

have	substantial	performance	implications	[77].	While	the	idea	is	similar	to	that	of	caching	on	a	

microprocessor,	on	an	FPGA	the	local	buffers	can	be	sized	according	to	the	needs	of	a	particular	

algorithm,	saving	resources.	Alternatively,	the	memory	can	be	arranged	in	a	fashion	that	provides	a	

large	memory	bandwidth,	which	may	be	necessary	to	feed	a	parallel	datapath.	Moreoever,	the	interface	

with	the	DRAM	can	also	be	controlled	to	ensure	that	memory	reads	occur	faster,	for	example	by	

‘activating’	rows	that	are	soon	to	be	read	[78].	Another	optimization	is	to	fine	tune	the	precision	used	

throughout	computations,	i.e.	to	use	as	little	precision	as	is	necessary	to	meet	your	design	specification.	

Unlike	a	CPU	implementation,	an	FPGA	design	has	the	freedom	to	implement	any	precision.	Since	

arithmetic	operators	with	less	precision	use	less	silicon	area,	using	the	minimum	precision	necessary	

frees	resources,	allowing	for	greater	parallel	performance.	Tools	to	support	this	design	methodology,	

both	in	fixed	and	floating	point	arithmetic	are	being	supported	[79,	80].	

Various	other	issues	with	the	mapping	of	algorithms	to	hardware	are	more	generally	discussed	

by	Isshiki	and	Dai	[81],	who	focus	on	the	differences	between	implementing	bit-serial	versus	bit-parallel	

modules	(e.g.,	adders	and	multipliers)	on	FPGA	architectures.	Although	latency	is	larger	for	bit-serial	

modules,	the	reduction	in	area	frequently	makes	area-time	products	significantly	lower	for	such	

implementations.	More	specifically,	such	advantages	as	the	following	can	be	obtained:	1)	For	bit-parallel	

modules,	the	I/O	pin	limitation	is	a	major	problem,	and	the	large	size	of	the	module	cluster	can	result	in	

unused	space	and	underutilized	logic	resources;	2)	bit-serial	modules	are	easier	to	partition	as	cell-to-

cell	connections	are	sparse	and	do	not	cause	I/O	problems;	and	3)	high	fanout	nets	can	impair	

routability	of	bit-parallel	modules.	Leong	and	Leong	[82]	generalized	further	with	a	design	methodology	

that	can	translate	a	dataflow	description	with	signals	of	different	wordlengths	to	a	digit	serial	design.	

	 Commercial	tools	that	can	compile	standard	programming	languages	such	as	Java,	C,	or	C++	

(e.g.,	[76])	are	available.	Examples	include	Xilinx’s	Vivado	HLS	[15],	Maxeler’s	MaxCompiler	[83]	and	

Catapult	C	from	Mentor	Graphics	[84].	Domain-specific	languages	such	as	MATLAB/Simulink	offer	even	

greater	improvements	in	productivity	because	they	are	interactive,	include	a	large	library	of	primitive	

routines	and	toolkits,	and	have	good	graphing	capabilities.	Indeed,	many	designs	for	communications	

and	signal	processing	are	first	prototyped	in	MATLAB	and	then	converted	to	other	languages	for	

implementation.	Tools	such	as	the	MATCH	compiler	[85]	and	Xilinx	System	Generator	[15],	Altera	DSP	

builder	[16]	and	Mathwork’s	HDL	coder	[86]	can	translate	a	subset	of	MATLAB/Simulink	directly	to	an	

FPGA	design.		There	is	also	interest	in	supporting	more	parallel	C-to-gates	flows.	Support	for	more	



recent	parallel	programming	languages	is	gaining	traction,	for	example	Altera	SDK	for	OpenCL	[16]	and	

efforts	to	support	NVidia’s	CUDA	using	FPGAs	[87].	

Due	to	the	difficulty	in	creating	a	full-custom	design,	there	is	also	support	for	creating	

hardware/software	co-designs.	The	availability	of	embedded	operating	systems	such	as	Linux	for	

microprocessors	on	an	FPGA	provide	a	familiar	software	development	environment	for	programmers,	

greatly	facilitating	program	development	through	the	availability	of	a	large	range	of	open-source	

libraries	as	well	as	high	quality	development	tools.	Such	tools	can	greatly	speed	up	the	development	

time	and	improve	the	quality	of	embedded	systems.	For	example,	Altera's	Nios	II	C-to-Hardware	

acceleration	compiler	enable	time-critical	functions	in	a	C	program	to	be	converted	to	a	hardware	

accelerator	that	is	tightly	coupled	to	a	microprocessor	within	the	FPGA	[88].	These	tools	will	support	soft	

processors,	such	as	the	Altera	NIOS	or	Xilinx	Microblaze,	and	embedded	processors,	such	as	those	on	

the	Xilinx	Zynq	or	Altera	SoCs.	With	the	latter,	for	optimal	performance,	the	parts	of	an	algorithm	that	

are	easily	parallelizable	should	make	use	of	the	parallel	FPGA	fabric,	whereas	serial	parts	of	the	

algorithm	should	be	run	on	a	processor	[89].	

A	final	design	approach	to	allow	for	fast	FPGA	prototyping	is	the	use	of	overlay	architectures.	

These	are	coarse-grained	architectures	with	software-like	programmability,	with	the	aim	of	sacrificing	

some	performance	in	exchange	for	ease	of	implementation.	For	example,	VectorBlox	extends	the	

hardware-software	paradigm	by	using	the	FPGA	fabric	to	provide	parallel	vector	instructions	that	can	be	

easily	executed	[90].	A	typical	design	flow	using	this	technology	would	be	to	create	an	initial	software	

design,	add	vector	instructions	within	a	software	style	development	to	obtain	some	acceleration	and	

finally	create	custom	hardware	instructions	for	the	most	time	consuming	parts	of	an	algorithm.	This	may	

provide	a	faster	time	to	market.	Many	overlays	architectures	have	been	created,	including	some	for	

specific	applications,	such	as	for	efficient	network	on	chip	(NOC)	interconnections	of	processors	[91]	or	

data	flow	graphs	[92],	and	some	designed	to	make	use	of	specific	hardened	components	on	FPGAs	such	

as	DSPs	[93].		

	 	



7	Multichip	Systems	

Special	care	must	be	taken	in	the	design	of	large	and	multichip	reconfigurable	systems.	In	this	section,	

we	describe	some	theoretic	results	relevant	to	the	major	architectural	and	issues	associated	with	such	

designs.	

7.1	Interconnect	Organization	

A	classic	Clos	network	[94]	contains	three	stages:	inputs,	intermediate	switches,	and	outputs,	as	shown	

in	Fig.	8.	It	can	be	used	to	interconnect	pins	in	a	reconfigurable	computing	system,	and	its	input	and	

output	stages	are	symmetric.	Suppose	the	first	stage	has	r	n×	m	crossbar	switches,	the	second	stage	has	

m	r	×	r	switches,	and	the	third	stage	has	r	m	×	n	switches,	let	us	denote	the	network	as	c(n,	m,	r).	For	any	

two-pin	net	interconnect	requirement,	the	network	c(n,	m,	r)	can	achieve	complete	routability	if	m	is	

not	less	than	n.	The	routing	method	can	be	described	by	recursive	operations	[95].	In	the	first	iteration,	

we	reduce	the	network	to	c(n-1,	m-1,	r)	.	In	the	ith	iteration,	we	reduce	the	network	to	c(n-i,	m-i,	r).	

When	n-i=1,	we	have	r1×(m-n+1)		switches	in	the	first	stage,	m-n+1r×r	switches	in	the	second	stage,	and	

r(m-n+1)	×1	switches	in	the	third	stage.	In	other	words,	only	one	input	exists	in	each	first-stage	switch	

and	one	output	in	each	third-stage	switch.	In	this	case,	one	second-stage	r	×	r	switch	is	enough	to	route	

the	r	inputs	of	r	first-stage	switches	to	the	r	outputs	of	r	third-stage	switches,	thus	completing	the	

interconnect.	

	

	
Figure	8.	Clos	network.	A	Clos	network	contains	three	stages:	inputs,	intermediate	switches,	and	

outputs.	The	input	and	output	stages	are	symmetric.	In	the	figure,	the	first-stage	has	r	n	×	m	switches,	

the	second-stage	has	m	r	×	r	switches,	and	the	third-stage	has	r	m	×	n	switches.	

	



	 The	reduction	from	c(n-i,	m-i,	r)	to	c(n-i-1,	m-i-1,	r)	can	be	derived	by	a	maximum	matching	

algorithm.	The	matching	algorithm	selects	disjoint	signals	from	different	input	switches	to	different	

output	switches.	One	second-stage	switch	is	then	used	to	route	the	selected	signals.	From	Hall's	

theorem,	the	maximum	matching	and	routing	can	always	reduce	the	network	to	c(n-i-1,	m-i-1,	r).	

	 Conceptually,	the	routing	problem	can	also	be	formulated	as	edge	coloring	on	a	bipartite	graph	

G(V1,	V2,	E)	[96].	The	node	sets	V1	andV2	represent	the	switches	in	the	input	and	output	stages,	

respectively.	An	edge	in	E	represents	a	two-pin	net	interconnect	requirement	between	the	

corresponding	input	and	output	switches.	In	Reference	[96],	Chan	and	Schlag	assigned	colors	to	the	

edges	of	the	bipartite	graph.	Edges	of	the	same	color	are	bundled	into	one	group	and	the	corresponding	

set	of	nets	are	routed	by	one	switch	in	the	second	stage.	The	work	of	Reference	[97]	was	then	used	to	

find	a	minimum	edge	coloring	solution	in	O(|E|	log	n).	

	 The	three-stage	Clos	network	can	be	folded	into	a	two-stage	network	(Fig.	9)	so	that	the	inputs	

and	outputs	are	mixed	in	the	first	stage.	Thus,	the	corresponding	bipartite	graph	G(V1,	V2,	E)	constructed	

above	for	edge	coloring	is	also	folded	with	V1	and	V2	merged	into	one	set.	

	



	
Figure	9.	Folded	Clos	network.	The	three-stage	Clos	network	is	folded	into	a	two-stage	network	so	that	

the	inputs	and	outputs	are	mixed	in	the	first	stage.	

	

	 To	find	the	routing	assignment,	the	folded	edge	coloring	graph	can	be	unfolded	back	to	a	

bipartite	graph	using	an	Euler	path	search.	The	Euler	path	traverses	every	edge	exactly	once	and	defines	

the	edge	direction	according	to	the	direction	of	the	traversal.	We	then	recover	the	original	bipartite	

graph	by	splitting	the	node	set	back	into	two	sets	V1	and	V2	and	unfold	the	edges	such	that	all	edges	are	

directed	from	V1to	V2.	We	can	find	the	minimum	edge	coloring	solution	of	the	unfolded	bipartite	graph	

and	apply	the	solution	back	to	the	folded	routing	problem.	



	 In	practice,	the	first-level	crossbar	of	the	Clos	network	is	replaced	with	FPGAs	to	save	board	

space	(Fig.	10).	Routability	is	worse	than	an	ideal	Clos	network.	Even	with	a	true	Clos	network,	complete	

routability	of	multipin	nets	is	not	guaranteed,	which	is	an	important	practical	consideration	because	in	

microelectronic	design,	many	multipin	nets	typically	exist.	

	

	
Figure	10.	Variations	of	the	Clos	network.	The	first	level	crossbar	of	the	Clos	network	is	replaced	with	

FPGAs	to	save	board	space.	Routability	is	worse	than	an	ideal	Clos	network.	

	

	 In	an	attempt	to	solve	the	multipin	net	and	routability	problem,	we	can	introduce	extra	

connections	among	FPIDs	as	shown	in	Fig.	11.	However,	extra	FPID	interconnections	also	incur	extra	

delay.	We	can	also	expand	the	fanout	width	of	FPGAs	so	that	each	FPGA	I/O	pin	is	connected	to	more	

than	one	FPIC	[98,	99].	The	fanout	width	expansion	improves	routability	without	significant	additional	

delay.	The	multiple	appearances	of	I/O	pins	increase	the	probability	that	a	signal	connection	can	be	

made	in	a	single	stage,	which	is	especially	critical	for	multipin	nets.	However,	the	additional	fanouts	

increase	the	needed	pin	count	of	FPICs.	Thus,	we	need	to	find	a	balanced	fanout	distribution	that	

reduces	the	interconnect	delay	with	a	minimal	pin	requirement.	

	



	
Figure	11.	Variations	of	Clos	network.	The	fanout	width	of	FPGAs	is	expanded	so	that	each	FPGA	I/O	pin	

is	connected	to	more	than	one	FPIC.	The	fanout	width	expansion	improves	routability	without	significant	

additional	delay.	

	

	 A	tree-structured	network	can	simplify	the	mapping	process	for	certain	applications.	In	

Reference	[100],	an	example	of	a	tree-structured	network	is	illustrated	for	a	Very	Large	Scale	Simulator	

(VLSS).	The	VLSS	tree	structure	has	all	logic	components	located	at	the	leaves	and	interconnect	switches	

at	the	internal	nodes.	The	machine	covers	a	capacity	of	eight	million	gates.	Each	branch	is	an	8-bit	bus.	

The	higher	up	the	level	of	the	tree,	the	less	parallelism	the	signal	distribution	can	achieve.	Therefore,	a	

partitioning	process	is	designed	to	minimize	the	high	level	interconnect	and	maximize	the	parallel	

operation.	

7.2	Interconnect	Multiplexing	

Time	multiplexing	is	an	effective	method	for	tackling	the	scalability	problem	in	interconnecting	large	

designs.	The	time-sharing	method	can	be	extended	from	traditional	bus	organization	[42,	100]	to	

network	sharing	[101]	and	further	to	function	block	sharing	[56].	

	 Interconnect	can	be	time	shared	as	a	bus	[42,	100].	If	n	communication	lines	exist	between	two	

FPGAs,	they	can	be	reduced	to	a	single	line	by	storing	logical	outputs	in	shift	registers	and	time-

multiplexing	the	communication	in	phases.	Such	a	scheme	was	employed	in	the	virtual	wires	logic	

emulation	system	[42],	which	is	efficient	because	interconnects	are	normally	capable	of	being	clocked	at	

much	higher	rates	than	the	critical	path	of	the	rest	of	the	system,	and	all	logical	wires	are	not	

simultaneously	active.	This	scheme	can	greatly	reduce	the	complexity	of	the	interconnecting	network	or	

printed	circuit	board	in	a	multi-FPGA	system.	



	 Li	and	Cheng	[101]	proposed	that	a	dynamic	network	be	viewed	as	overlapping	L	conventional	

FPICs	together	but	sharing	the	same	I/O	pins.	A	dynamic	routing	architecture	can	increase	the	routability	

and	shorten	interconnect	length.	Each	switching	network	is	a	full	crossbar,	which	can	be	reconfigured	to	

provide	any	connections	among	I/O	pins.	The	select	lines	are	used	to	activate	only	one	switching	

network	at	a	time;	thus	the	I/O	pins	are	dynamically	connected	according	to	the	configuration	of	this	

active	switching	network.	By	dynamically	reconfiguring	the	FPICs,	L	logic	signals	can	time-share	the	same	

interconnect	resources.	

7.3	Memory	Allocation	

Interconnect	schemes	should	also	consider	how	memory	is	connected	to	the	FPGAs.	Although	

combining	memory	with	logic	in	the	same	FPGA	is	the	most	desirable	method	for	reducing	routing	

congestion	and	signal	delay,	separate	components	can	supply	much	larger	capacity	at	higher	density	and	

lower	price.	Figure	12	demonstrates	three	different	ways	of	allocating	the	memories	in	a	Clos	network	

[96,	102].	The	memory	may	be	attached	directly	to	a	local	FPGA	(Fig.	12a),	attached	to	the	second-stage	

switches	of	the	Clos	network	via	a	host	interface	(Fig.	12b),	or	attached	to	the	first-stage	switches	of	the	

Clos	network	(Fig.	12c).	The	first	method	provides	good	performance	for	local	memory	access.	However,	

for	the	case	of	nonlocal	memory	access,	the	routability	and	delay	are	concerns.	The	second	method	is	

slower	than	the	first	method	for	local	memory	accesses	but	provides	better	routability.	The	third	is	the	

most	flexible	as	the	memory	is	attached	to	the	network	and	the	routability	is	high.	However,	every	logic-

to-memory	communication	must	go	through	the	second	interconnect	stage.	

	



	



Figure	12.	Memory	organization,	(a)	Memory	is	attached	directly	to	a	local	FPGA.	(b)	Memory	is	

attached	to	the	second-stage	switches	of	the	Clos	network	via	a	host	interface,	(c)	Memory	is	attached	

to	the	first-stage	switches	of	the	Clos	network.	

	

7.4	Bus	Buffer	Insertion	

In	FPGAs,	signal	propagation	is	inherently	slow	because	of	its	programmable	interconnect	feature.	

However,	the	delay	of	long	routing	wires	can	be	drastically	reduced	by	buffer	insertion.	The	principle	at	

work	is	that	by	inserting	buffers	we	can	decouple	capacitive	effects	of	components	and	interconnect	

driven	by	the	buffers	and	thereby	improve	RC	delay.	

	 Given	a	routing	topology	for	a	net	and	timing	requirements	for	its	sinks,	an	efficient	optimal	

buffer	insertion	algorithm	was	proposed	in	[103].	Experimental	results	show	dramatic	improvement	

versus	the	unbuffered	solution.	Thus,	it	is	advantageous	to	have	abundant	buffers	in	FPGAs.	However,	

each	possible	buffer	and	its	programmable	switch	adds	capacitance	to	the	wires,	which	in	turn	will	

contribute	to	delay.	Thus,	a	balance	point	needs	to	be	identified	to	tradeoff	between	the	additional	

delay	and	capacitance	of	the	buffers	versus	the	improvement	they	can	provide.	

	 For	a	multisourced	bus,	the	problem	of	buffer	insertion	becomes	more	complicated,	because	

the	optimization	for	one	source	may	sacrifice	the	delay	of	others.	Furthermore,	the	direction	of	the	

buffer	needs	to	be	arbitrated	by	a	controller.	Instead	of	using	such	a	controller,	a	novel	approach	is	to	

use	a	patented	open	collector	bus	repeater	[104].	When	idle,	the	two	ends	of	the	repeater	are	set	to	

high.	When	the	repeater	senses	the	pull-down	action	on	one	side,	it	presents	the	signal	on	the	other	

side	until	the	pull-down	action	is	released	from	the	originated	signal.	The	bus	repeater	eliminates	the	

need	for	a	direction	control	signal,	resulting	in	a	simpler	design	and	better	use	of	resources.	

7.5	System	Decomposition	

To	decompose	a	system	into	multiple	devices,	Yeh	et	al.	[105]proposed	an	algorithm	based	on	the	

relationship	between	uniform	multi-commodity	flow	and	min-cut	partitioning.	Yeh	et	al.	construct	a	flow	

network	wherein	each	net	initially	corresponded	an	edge	with	flow	cost	one.	Two	random	modules	in	

the	network	were	chosen	and	the	shortest	path	(i.e.,	path	with	lowest	cost)	between	them	was	

computed.	A	constant	Δ	<1	was	added	to	the	flow	for	each	net	in	the	shortest	path,	and	the	cost	for	

every	net	in	the	path	was	incremented.	Adjusting	the	cost	penalizes	paths	through	congested	areas	and	

forces	alternative	shortest	paths.	This	random	shortest	path	computation	is	repeated	until	every	path	

between	the	chosen	pair	of	modules	passes	through	at	least	one	“saturated”	net.	The	set	of	saturated	



nets	induces	a	multi-way	partitioning	in	which	two	modules	belong	to	the	same	cluster	if	and	only	if	

there	is	a	path	of	unsaturated	nets	between	them.	

	 For	each	of	these	clusters,	the	flux	(defined	as	the	cutsize	between	the	cluster	and	its	

complement,	divided	by	the	size	of	the	cluster)	is	computed	and	the	clusters	are	sorted	based	on	their	

flux	value.	Yeh	et	al.	began	with	a	single	cluster	equal	to	the	entire	netlist,	and	then	peeled	off	the	

clusters	with	lowest	flux.	This	approach	was	attractive	because	the	saturated	nets	are	good	candidates	

to	be	cut	in	a	partitioning	solution.	As	peeled	clusters	can	be	very	small,	a	second	phase	may	be	used	to	

make	the	multi-way	partitioning	more	balanced.	This	approach,	with	its	subsequent	speedup	by	Yeh	

[106],	is	well-suited	for	large-scale	multi-way	partitioning	instances.	

	 The	system	prototyping	phase	may	also	explore	netlist	transformations	such	as	logic	replication	

and	retiming	to	minimize	cut	size	(I/O	usage)	or	system	cycle	time.	Such	transformations	are	needed	as	

inter-device	delays	can	be	relatively	large	and	because	devices	are	often	I/O-limited.	In	Reference	[107],	

Liu	et	al.	proposed	a	partitioning	algorithm	that	permits	logic	replication	to	minimize	both	cut	size	and	

clock	cycle	of	sequential	circuits.	Given	a	netlist	G=	(V,	E),	their	approach	chooses	two	modules	as	seeds	

s	and	t,	then	constructs	a	“replication	graph”	that	is	twice	the	size	of	the	original	circuit.	This	graph	has	

the	special	property	that	a	type	of	directed	minimum	cut	yields	the	replication	cut	(i.e.,	a	decomposition	

of	V	into	S,	T,	and	R	=	V-S-T	where	s	Î	S,	t	Î	T	and	R	is	the	replicated	logic)	that	is	optimal.	A	directed	

version	of	the	Fiduccia-Mattheyses	algorithm	is	used	to	find	a	heuristic	directed	minimum	cut	in	the	

replication	graph.	Cong	et	al.	[108]	present	an	efficient	algorithm	for	the	performance-driven	multi-way	

circuit	partitioning	problem	that	considers	the	different	local	and	global	interconnect	delay	introduced	

by	the	partitioning.	

	 Alpert	and	Kahng	[109]	survey	the	FPGA	partitioning	literature	in	the	context	of	major	graph	

partitioning	paradigms.	The	current	partitioning	problems	are	(i)	low	usage	rate	of	FPGA	gate	capacity	

because	I/O	pin	limit,	(ii)	low	clock	rate	because	of	interconnect	delay	between	multiple	FPGAs	and	(iii)	

long	CPU	time	for	the	mapping	process.	

7.6	System	Planning	and	Design	Changes	

For	a	given	system	decomposition	to	be	implemented	on	a	multi-FPGA	prototyping	architecture,	all	

connections	within	each	device	and	between	devices	must	be	routable.	Chan	et	al.	[110]	invoke	much	

literature	on	routability	prediction	in	gate	arrays,	as	well	as	theoretical	concepts,	such	as	the	Rent	

parameter,	to	obtain	a	fast	routability	estimate	for	arbitrary	netlists	and	FPGA	architectures.	Their	

method	ascribes	one	of	three	levels	of	routable	(easily	routable,	marginally	routable,	or	unroutable)	to	a	

netlist	based	on	various	parameters.	Specifically,	combining	a	wirelength	estimator	due	to	Feuer,	the	



average	number	of	pins-per-cell,	and	the	estimated	Rent	parameter	yields	a	relatively	accurate	

routability	predictor.	The	utility	of	these	parameters	is	contrasted	with	that	of	other	criteria	such	as	El	

Gamal's	channel	width	requirement	[111]	or	the	average	pins-per-net	ratio.	

	 In	addition	to	routability,	connections	must	also	meet	system	timing	constraints.	Selvidge	et	al.	

[112]	extend	the	original	virtual	wires	[42]	concept	in	their	TIERS	(Topology-IndEpendent	Routing	and	

Scheduling)	approach.	The	problem	formulation	assumes	that	an	assignment	from	a	multiple-FPGA	

partitioning	(i.e.,	a	design	graph)	to	a	target	topology	graph	has	already	been	made.	The	objective	is	to	

assign	“links”	(i.e.,	signal	nets)	to	channels	between	devices;	as	with	the	Virtual	Wires	concept,	specific	

timeslices	for	a	channel	can	be	assigned	to	multiple	links	as	long	as	no	two	links	need	to	transmit	signals	

at	the	same	time.	The	TIERS	algorithm	uses	a	greedy	method	to	order	the	links	and	then	routes	each	link	

in	the	scheduled	order	while	reserving	channel	resources;	factors	of	up	to	2.5	improvement	in	system	

cycle	time	are	achieved.	

	 Chang,	et	al.	[113]	address	the	combined	issues	of	routability	and	system	timing	by	applying	

layout-driven	logic	resynthesis	techniques.	For	a	given	wire	that	cannot	be	routed,	“alternative	wires”	

and	alternative	functions	are	identified,	such	that	the	given	unroutable	wire	can	be	removed	from	the	

circuit	and	replaced	with	a	new	wire	(or	wires)	or	new	logic	without	affecting	functionality.	Cheng	et	al.	

estimate	that	between	30%	and	50%	of	wires	have	so-called	“triple-wire	alternatives”	(i.e.,	

replacements	consisting	of	three	or	fewer	wires).	Their	method	first	routes	the	wires	that	do	not	have	

any	alternatives	then	replaces	any	unroutable	wire	with	available	alternatives.	System	timing	can	be	

improved	by	replacing	long	wires	with	shorter	alternatives.	

	

8	Conclusions	

Reconfigurable	computing	offers	a	middle	ground	between	software-based	systems	and	ASIC	

implementations,	and	is	often	able	to	combine	important	benefits	of	both.	Implementations	are	able	to	

avoid	overheads	such	as	unnecessary	data	transfers,	decoding	and	control	mandatory	in	

microprocessors,	and	designs	can	be	optimized	on	a	basis	specific	to	an	application,	a	problem	instance	

or	even	an	execution.	Using	this	technology,	it	is	possible	to	achieve	size,	performance,	cost,	or	power	

improvements	over	more	conventional	computing	technologies.	
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