
FPGA-based Block Minifloat Training Accelerator for a Time Series
Prediction Network
WENJIE ZHOU, University of Sydney, Australia
HAOYAN QI, University of Sydney, Australia
DAVID BOLAND, University of Sydney, Australia
PHILIP H.W. LEONG, University of Sydney, Australia

Time series forecasting is the problem of predicting future data samples from historical information and recent deep neural
networks (DNNs) based techniques have achieved excellent results compared with conventional statistical approaches. Many
applications at the edge can utilise this technology and most implementations have focused on inference, an ability to
train at the edge would enable the deep neural network (DNN) to adapt to changing conditions. Unfortunately, training
requires approximately three times more memory and computation than inference. Moreover, edge applications are often
constrained by energy efficiency. In this work, we implement a block minifloat (BM) training accelerator for a time series
prediction network, N-BEATS. Our architecture involves a mixed precision GEMM accelerator that utilizes block minifloat
(BM) arithmetic. We use a 4-bit DSP packing scheme to optimize the implementation further, achieving a throughput of 779
Gops. The resulting power efficiency is 42.4 Gops/W, 3.1x better than a graphics processing unit in a similar technology.

CCS Concepts: • Hardware→ Reconfigurable logic applications; • Computing methodologies→Machine learning.

Additional Key Words and Phrases: FPGA, Block Minifloat, Neural Network Training

1 INTRODUCTION
Field programmable gate arrays (FPGAs) have been widely used for deep neural networks (DNNs) inference appli-
cations due to their ability to implement domain-specific data paths to optimize latency and power consumption.
To date, most research has focused on inference, with training done offline using server-based equipment such as
graphics processing units (GPUs) and tensor processing units (TPUs). Edge-based training offers the potential for
neural networks to adapt to local conditions but at present, the additional computational and hardware cost is an
obstacle to its adoption.

Unfortunately, it requires significantly more computation than inference, as well as high power consumption,
meaning there are far fewer implementations. Custom number systems can be used to help address this challenge.
Both 8-bit [1][2], and 4-bit [3] quantization methods have been proposed, and some new number systems, such as
LNS-madam [4], 8-bit floating-point (FP8) [5], and block floating-point (BFP) [6] have been designed specifically
for low-precision implementation.

One recent approach is to use block minifloat arithmetic [7, 8] which involves sharing a common exponent with
a block of low-precision floating point numbers (known as minifloats) to increase their range (see Figure 1(a)).
While this technique is extremely promising, implementations have been limited to GPUs [7] and inference-only
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Fig. 1. Summary of the main ideas introduced in this paper. (a) Block minifloat (BM) format with block size 3. (b) cross-block
matrix multiplication. The shaded parts show a single block output obtained by multiplying 1 × 3 blocks by 3 × 1 blocks. (c)
general matrix multiplication (GEMM) kernel. Forward and backward passes are processed by the same GEMM accelerator
at different precision.

FPGA designs [9]. In this paper, we introduce configurable block size and precision in block minifloat (BM)
arithmetic to improve the training accuracy. Moreover, we propose an efficient and flexible implementation of
a BM accelerator for DNN training. The design is tailored to an FPGA, and optimized to accelerate the neural
basis expansion analysis for interpretable time series analysis (N-BEATS) deep neural network for time series
prediction. Applications of the accelerator include anomaly detection, high-frequency trading, and sensor value
prediction.

The contributions of this work can be summarised as follows:

• BM arithmetic introduces a new parameter, the block size. To achieve a balance between performance and
accuracy, it should be possible to optimise block size independently of the general matrix multiplication
(GEMM) tile size. We propose a novel cross-block BM GEMM unit that allows independent block and tile
sizes and utilizes a higher precision buffer to improve accuracy (Figure 1(b)).
• The optimal precisions for the forward and backpropagation steps in training are different. We present a

new BM GEMM kernel that supports runtime configuration of precision (Figure 1(c)).
• A novel, packed 4-bit BM MAC unit that can compute 6 independent multiplications per DSP is presented.
• We present the first FPGA implementation of 4-bit BM, mixed-precision neural network training. To the

best of our knowledge, other reported FPGA implementations have used higher precision. On an Alveo
U50 board, when training the N-BEATS network, we achieve a power efficiency of 42.4 Gops/W, this
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being a 3.12x improvement over an Nvidia GTX 1080 GPU. To facilitate reproducible research, source
code is available on Github1.

The paper is organized as follows. Section 2 is the background; section 3 proposes the BM arithmetic and BM
GEMM architecture design; in section 4, the mixed-precision BM training accelerator design for N-BEATS is
proposed, section 5 is the experiment.

2 BACKGROUND

2.1 BM Number System
A BM number consists of a small floating point value (called minifloat) together with an exponent bias, V ,
that is shared between those BM numbers in the same block. BM supports normal and denormalized (denorm)
numbers, but saturating arithmetic is employed instead of IEEE-754 overflow and underflow, Inf, and NaN. The
rounding scheme used is round to nearest. Stochastic rounding is used for weight updates and contributes to the
convergence of training, particularly at low precision. A minifloat representation is parameterized by the number
of exponent and mantissa bits, i.e., an 〈4,<〉 minifloat format, has one sign bit, 4 exponent bits and< mantissa
bits. Let B , �, and " be the unsigned integer representation of the values in the sign, exponent, and mantissa
fields, then Equation 1 can be used to compute the real number represented.

5 (B, �,") =

(−1)B × 6(B, ") × 21−[ � = 0 (denorm)
(−1)B × 6(B, ") × 2�−[ � ≠ 0 (normal)
0 � = " = 0

(1)

where [ = 24−1 − 1 is the exponent bias for the binary-offset encoded exponent, and the significand, ( , is:

( = 6(B, ") =
{
(" × 2−<) � = 0 (denorm)
(1 +" × 2−<) � ≠ 0 (normal)

(2)

We also define an inverse which extracts the sign, exponent, and mantissa components from a BM representable
value G :

(B, �,") = 5 −1 (G) (3)

Similar to BFP [10], the BM format [7], �" 〈4,<〉, is used to describe a submatrix (or block) - , where each
element A8 ∈ - has a shared exponent bias V :

A8 = 5 (B8 , �8 , "8 ) × 2V (4)

For example, the �" 〈2, 5〉 format (sometimes written as �"8〈2, 5〉 to indicate the word length), has a shared bias,
2 bits to represent the exponent and 5 bits for the mantissa. The set of elements with common shared exponent
bias is called a block, and the size of this set is the block size. A smaller block size has the benefit of improving
training accuracy [11, 12]. The term tile size is used to describe the size of the processing element (PE) array used
to form the GEMM kernel. This is denoted as ); ×); , and should be chosen as large as possible for performance.
The block size �;: × �;: is, in general, not equal to the tile size as this is chosen to control accuracy loss.

BM can be regarded as a superset of BFP, minifloat and logarithmic number systems. When 4 = 0, BM is BFP,
�" 〈0,<〉 also represents (m+1) bit BFP data with one sign bit and m bit integer; when V = 0, BM is minifloat;
when< = 0 and V = 0, BM is a logarithmic number system; and finally when 4 = 0 and V = 0, BM is fixed point.

1https://github.com/charliechou1001/BlockMinifloat_training.git
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Fig. 2. N-BEATS neural network model. Variables in yellow represent high-precision BM data (�" 〈4ℎ,<ℎ〉). �EC block is the
precision conversion block that converts high-precision data to low-precision data. (a) shows the N-BEATS block. The input
of each block is first converted to low-precision format, then goes first to the 4-layer FC stack, and then the FC stack output
activation goes to the backcast branch and forecast branch. (b) shows the N-BEATS model. (c) shows the error propagation
of N-BEATS block.

2.2 Forward and Backward Pass for an N-BEATS Block
N-BEATS was the first work to empirically demonstrate that pure deep learning using no time-series specific
components [13]. The authors demonstrated state-of-the-art performance, improving forecast accuracy by 11%
over a statistical benchmark and by 3% over the 2020 winner of the M4 competition, which used a hybrid
statistical/neural residual/attention dilated long short-term memory (LSTM) stack. N-BEATS was chosen for
this study due to its accuracy and its regular architecture based on fully connected layers. Our approach can
be applied to recurrent neural networks (RNNs) including LSTMs or gated recurrent units (GRUs) with minor
modifications.

N-BEATS is applied for discrete time series forecast tasks. Given a length observed in history~8= = [~1, . . . , ~�1
],

the task is to forecast the future time series ~>DC = [~�1+1, . . . , ~�1+�5
].

Figure 2 illustrates the N-BEATS architecture [13], the forward pass and error propagation (backward pass) for
an N-BEATS block. ~8= is the input and ~>DC is the forecast of the network. As shown in Figure 2(b), it comprises
several N-BEATS blocks, each having four fully connected (FC) layers with rectified linear unit (ReLu) activation,
split into backcast and forecast branches.
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The forward pass of an N-BEATS block is shown in Figure 2(a). We use n and k as block and layer indices for
an N-BEATS block and the N-BEATS block indices respectively, where"1;: is the number of N-BEATS blocks,
n = 1, 2..., "1;: , A4Bn is the residual vector to the nth N-BEATS block, and �n,: is the activation vector.

A forward pass through N-BEATS block ; involves propagation through a number of linear and FC layers,

�n,: =

{
'4!D (In,: ) : = 0, 1, ..., 5, 7 (FC)
In,: : = 6, 8 (Linear)

(5)

where In,: = �n,:−1,
)
n,:

is a linear projection.
�n,6 is the backcast branch output ~n,1 ; �n,8 is the forecast branch output ~n,5 . ~n,1 length is the same as the

block input length �1 , and ~n,5 length is the same as the model output length �5 . The intermediate result �n,5,
�n,7 in the forecast and backcast branches has a length of �1 + �5 .

For the residual computation, the backcast residual A4B of the nth N-BEATS block and the prediction output of
the model are:

A4Bn = 8= −
n=n∑
n=1

~n,1,

~>DC =

n="1;:∑
n=1

~n,1

(6)

N-BEATS uses mean absolute percentage error (MAPE) loss for training and symmetric mean absolute percent-
age error (sMAPE) loss for validation.

�"�%� =
1
�

�∑
8=1

|;8 − ?8 |
|;8 |

�("�%� =
200
�

�∑
8=1

|;8 − ?8 |
|;8 | + |?8 |

(7)

where ;8 is the actual value in time step 8 , and ?8 is the scalar predicted value in time step 8 .
During training, backpropagation through each layer involves a repeated application of the chain rule [14].

The N-BEATS block error propagation is illustrated in Figure 2(c). The error of ~n,5 is defined as:

4n,5 =
m�

m~>DC
=

{
− 1

�;8
?8 ≤ ;8

1
�;8

?8 > ;8
(8)

the error of ~n,1 is defined as:

4n,1 =
m�

m~n,1
= −(4l+1,A4B + 4l+1,0) (9)

For each FC or !8=40A layer, the propagated error is

4n,: =
m�

m�n,:

=


( m�
m�n,:+1

◦ f ′
n,:
) ×,n,: : = 0, 1, ..., 5, 7

4n,6 ×,n,: : = 6

4n,8 ×,n,: : = 8

(10)

where f ′
n,:

is the derivation of ReLu function m'4!D
mIn,:

. We define (G ◦ ~)8 9 = G8 9~8 9 .
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Table 1. Summary of mixed-precision FC/Linear layer computation

Index In1 In2 Eq. Out

1© �n,0

�" 〈48=,<8=〉
,)

n,1
�" 〈4F,<F〉

(5) �n,1

�" 〈402C ,<02C 〉

2© �n,:−1
�" 〈402C ,<02C 〉

,)
n,:

�" 〈4F,<F〉
(5) �n,:

�" 〈402C ,<02C 〉

3© �n,:−1
�" 〈402C ,<02C 〉

,)
n,:

�" 〈4F,<F〉
(5) ~n,1 >A ~n,5

�" 〈4ℎ,<ℎ〉

4© 4n,:+1 ◦ f
′

n,:

�" 〈44 ,<4〉
,n,:

�" 〈4F,<F〉
(10) 4n,:

�" 〈44 ,<4〉

5© 4n,1 ◦ f
′
n,1

�" 〈44 ,<4〉
,n,1

�" 〈4F,<F〉
(10) 4n,0

�" 〈4ℎ,<ℎ〉

6© (4n,: ))
�" 〈44 ,<4〉

�n,:−1
�" 〈402C ,<02C 〉

(11) 6n,:
�" 〈46,<6〉

The weight gradient for each FC layer and !8=40A layer is computed as follows.

6n,: =
m�

m,n,:

= (4n,: )) ×�n,:−1 (11)

Weight updates are done using Stochastic Gradient Descent (SGD) with learning rate U :

,
′

n,: =,n,: − U ·
m�

m,n,:

(12)

In the preceding description, forward and backward passes were given for a single input vector. In our actual
implementation, inputs are processed in minibatches, with batch size �.

The forward and backward passes are mostly matrix multiplications as summarized in Table 1. The same table
provides notation for the BM format applied to inputs, intermediate values, and outputs. Here �" 〈4ℎ,<ℎ〉 is
high-precision format, others are low-precision format.

2.3 Stochastic Rounding
Stochastic rounding is used for weight updates [6, 15] to improve convergence in training and implemented as:

('>D=3 (A ) =
{
(−1)B × 6(B, " + 1) × 21−[ × 2V 0 ≤ A0=3 ≤ (" × 2−<)
(−1)B × 6(B, ") × 21−[ × 2V (" × 2−<) <A0=3 ≤ 1

(13)

Here A0=3 is the random number between 0 and 1. In hardware, it’s implemented with a linear feedback shift
register (LFSR) generator. Thus SGD is implemented as:

,
′

n,: =,n,: − U · ('>D=3 (
m�

m,n,:

) (14)

3 IMPLEMENTATION OF BM ARITHMETIC

3.1 Cross Block BM Matrix Multiplication
Previous work [5, 16] used 32-bit floating-point (FP32) format as the high-precision accumulator and compute the
inner-product in conventional floating-point (FP) process. In this work, we choose integer-based implementation,
as described in Figure 3. Compared to FP based accumulation, it has fewer steps with a shorter latency than
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Fig. 3. Simplified example of a BM GEMM requiring inner-product and post-inner-product (normalization) computations.
The matrices are 4 × 4 and each divided into 4, 2 × 2 blocks. (a) Illustrates the fused multiply accumulate (FMA), the inputs
are converted to integer, multiplied and added together to form C0 = 500 510 + 501 511 and C1 = 502 512 + 503 513 . In the inter-block
accumulation step, the C8 values are aligned according to the shared exponent values and summed to give a high-precision
inner-product %00. The %8 9 values for a block are saved in a wide integer buffer called % [�;:2]. (b) The normalization process
is executed after all the inner products required for a particular block have been completed. The wide integer results are
converted into BM format data and form part of the output matrix C.

FP operation [8], and integer-based mixed precision implementation is less complicated than FP based mixed
precision one.

Figure 3 provides a simplified example of a BM matrix multiplication. All inputs and outputs are in BM format,
and it accepts two input matrices, A and B, and computes an output matrix C. P is a two-dimensional wide integer
buffer of size �;: × �;: and holds an entire block of C. In cross-block matrix multiplication, matrices A and B are
partitioned into multiple blocks of size �;: × �;: , and each block has a shared exponent bias VDF0 and VFE

1
, where

D, E,F are block indices. The minifloat elements in A, 08 , are in �" 〈40,<0〉 format, and the minifloat elements in
matrix B are 18 .

3.1.1 Computation Process. A block diagram of our implementation is illustrated in Figure 4 and detailed in the
following paragraphs.
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Fig. 4. Block diagram illustrating cross block BM matrix multiplication. The first step performs the minifloat fused multiply
accumulate (FMA) (FMA block) and shared exponent computation (V comp block), placing the result in % [�;:2]. In the
second step, each %8 9 in % [�;:2] is examined to determine the appropriate shift for normalization, which is performed in the
#>A< block. The resulting C output is in BM format.

Inner Product. The cross block inner-product requires accumulation of fused multiply accumulate (FMA) results
(see Figure 3) and can be expressed mathematically as:

%8 9 =
∑
F

{
�;:−1∑
C=0

fma(�, �, C) × 2VDF0 +VFE
1 } (15)

where fma(�, �, C) is the FMA result for block C , and %8 9 is an element of the accumulation output block % [�;:2].
During FMA computation, 08 and 18 are converted into integers first and then doing multiply accumulate (MAC)
computation.

The V-comp block computes the shared exponent for the output block VDE2 and the bias values  0 and  1 of
the shared exponent used in inter-block accumulation.

Normalization. The normalization process converts the integer accumulation result into minifloat format data
output. The accumulation results in % [�;:2] are wide integers in value and in general will exceed the dynamic
range of the output minifloat representation. We find the maximum absolute value %<0G of % [�;:2] and use it to
determine a shift value, /Bℎ8 5 C , that avoids overflow.
/Bℎ8 5 C is used to adjust the output shared exponent and #>A< block during conversion of the %8 9 values in

% [�;:2] to BM format in �8 9 . The detail is provided in Algorithm 1. �=C>E4A 5 ;>F , �=C34=>A< and �=CD=34A 5 ;>F ,
�-%3? are constant boundary thresholds for normalization.

3.1.2 Error Analysis. The source of the inner-product computational error has two components: one is the
rounding error in normalization, and the other one is the error in inter-block accumulation. We normalize the
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Algorithm 1: Accumulation buffer to �" 〈4,<〉 normalization
Function Norm(%8 9 , /Bℎ8 5 C )

B ←(%8 9 > 0) ? 0 : 1; // Sign bit
%8 9 ← |%8 9 | � /Bℎ8 5 C ;
/ ← �!/ (%8 9 ); // Check leading zeros
if / < �=C34=>A< then

// denormal and underflow
�8 9 ← 5 (B, 0, %8 9 � (�=C34=>A< − 1));

else
// normal
� ← �-%3? − (/ + 1) + [2 ;
�8 9 ← 5 (B, �, %8 9 � / );

return �8 9

%BD< only once after the inner product finishes. In inter-block accumulation, the aligned addition may bring
truncation error in the tailing bits for the smaller addend value. %BD< is designed to have sufficient word length
to ensure that �8 9 does not overflow. The word length of %BD< is defined as follows:

 033 = 1 + (240 − 1 +<0) + (241 − 1 +<1) +,4G +,C08; (16)

Here  033 is the word length of %BD< ,,4G is extra bits to avoid overflow, and,C08; is extra tailing bits to hold
more bits in aligned addition.

3.1.3 Mixed Precision. The mixed precision computation process is the same as the single precision described in
Figure 4, except for some changes in input and output. For input data, an extra mixed precision decoder is applied
when converting 08 and 18 to integers according to different precision configurations. During normalization, the
normalization process still follows Algorithm 1, but there are several selectable boundary thresholds used to
convert the integer accumulation result to different target precision outputs.

3.2 BM Vector Addition
The BM vector addition is used in residual computation, weight update, and error addition. The error addition
is the back propagation of the branch structure inside N-BEATS blocks. The BM addition is also conducted in
integer format and computed as follows:

0 ± 1 =

{
((02�0 ± (12�1 ∗ 2V�−V� ) ∗ 2V� , V� ≥ V�
((02�0 ∗ 2V�−V� ± (12�1 ) ∗ 2V� , V� < V�

(17)

where (0, (1 are the significands of 0 and 1 (Equation 2).
The addition process is summarized in Figure 5. The input 0 and 1 are converted to integers, aligned with the

bias of shared exponent |V� − V� | according to Equation 17, and added. The output is the signed integer '8 9 in
block ' [�;:2], and the output shared exponent V2 = <0G (V0, V1). Then, the maximum absolute value '<0G of
' [�;:2] is checked for overflow and used to calculate the /Bℎ8 5 C value if overflow occurs. Finally, The ��� #>A<

converts integer value '8 9 to BM format output 28 9 .

ACM Trans. Reconfig. Technol. Syst.
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Input a Input bβa βb

Max

ADD Norm

Count
Leading Zero

βc
'

②

output cij

Rij

Zshift

FindMaxRmax

Fig. 5. BM vector addition arithmetic. The first step converts the inputs a and b into integers, aligns and sums. The output
'8 9 is placed in signed integer block ' [�;:2]. The second step computes the output shared exponent V2 . If there is overflow,
it calculates the /Bℎ8 5 C value and adjusts V2 , then the norm block converts integer values in ' [�;:2] into BM format.

3.3 BM GEMM kernel Architecture
The BM GEMM kernel, illustrated in Figure 7, is a 2D output-stationary systolic array [17]. It receives parallel
input blocks A and B in minifloat format, as well as their shared exponents V0 and V1 .

3.3.1 PE Design. As shown in Figure 6, the PE performs the scalar inner product, described in Figure 4. The
input formats for 0 and 1 can be different minifloat formats, configurable at run time. The first step is the mixed
precision decoder. The second step is FMA computation, and step 3 is inter-block accumulation. X is the bias of
shared exponent between two blocks, which is calculated in V-comp block. After the inner product computation
finishes, %8 9 for each PE is streamed out of the PE array using the shift register.

3.3.2 BM GEMM. The GEMM has ); ×); PE blocks in PE array. The tile size ); of the GEMM is sized to get the
best computation performance while constrained by on-chip resources, while block size �;: is set small to get
better training accuracy. The GEMM design supports configurable block size under the assumption that the block
size is smaller than or equal to the tile size. The example in Figure 7 has a block size of );

2 ×
);
2 . The PE array

computes the inner product of a tile matrix. The V block in PE array corresponds to the V comp block in Figure 4.
After the inner-product computation finishes, the %BD< in each PE is pipelined out and written to the % [�;:2]

buffer. The shared exponent result is also pipelined out through V blocks. % [�;:2] buffer is a ping-pong buffer.
Then the FindMax computation is done in parallel by streaming %BD< through columnar �8=3"0G units and
reduced by shifting to the leftmost column to obtain a single result %<0G . �0;81A block calculates the shared
exponent result V ′2 and /Bℎ8 5 C . Finally, the #>A< block converts %8 9 values in % [�;:2] buffer into BM output data
C.

ACM Trans. Reconfig. Technol. Syst.
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a (minifloat) b (minifloat)

shift reg

Pi,j-1

mixed-precision
DEC

Res

Psum

①

③

②

Fig. 6. PE design of GEMM kernel. The PE is responsible for the scalar inner-product computation in Figure 3.

3.3.3 GEMM Pipeline Organization. As shown in Figure 8, execution is divided into four stages. If the GEMM
input matrix sizes are '>F ×  and  ×�>; , the latency of naive implementation is approximately:

;=08E4 =

⌈
'>F ×�>;
); ×);

⌉
× ( + 3 ×);) (18)

The pipeline is optimized in two ways. Firstly, the inner product and normalization computations of the two
tiles have no data dependency and execute in parallel. Secondly, inside the normalization block (steps 2-4 in
Figure 8), there is also no data dependency between different accumulation result blocks vertically in PE array.
As shown in Figure 8(b), each stage inside the normalization is pipelined, which can reduce latency to 2�;: +); .
Thus the inner product computation can be pipelined with normalization. The latency of the pipelined BM GEMM
is:

;?8?4;8=4 =

⌈
'>F ×�>;
); ×);

⌉
×  + 2�;: +); (19)

3.4 DSP Packing for 4-bit BM Training
To increase the computational density of training, we optimize the arithmetic implementation with DSP packing
for 4-bit BM by packing multiply operation. We propose a DSP packing scheme and DSP packed PE design. In
contrast to previous works for inference [18–21], our DSP packing technique supports different precisions during
training.

3.4.1 DSP Packed PE Design. The DSP packed PE design for 4-bit BM is illustrated in Figure 9. Each PE takes
two input 08 values and three input 18s. There are six MAC units for one PE, and each PE uses one DSP. In the
MAC unit implementation, due to its small data word length, some computations such as exponent addition,
mixed precision decoder, and sign bit xor operation are implemented as bit operations using lookup table (LUT)
resources.
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Fig. 7. Block size configurable GEMM kernel with tile size ); ×); (); = 4). The red dashed lines represent the boundaries of
the block, and the block size in this example is );

2 ×
);
2 . The GEMM kernel is the implementation of Figure 4

Our approach for the case of 4-bit BM inner product is to pack six integer operations in a single DSP as
illustrated in Figure 10. Multiplication of significands is performed on the DSP, and the remaining parts, such as
addition and shifting, are implemented with LUTs.

In our implementation of N-BEATS, the weight, error, and gradient use a 4-bit BM format. Figure 10(a)
enumerates all possible configurations for the 4-bit BM format data. In particular, significand lengths of 1 bit to 3
bits need to be supported.

A maximum of 3 bits is needed for one of the significands of a 4-bit BM input, and the multiplier output is
6 bits. To increase accuracy, we use unsigned �" 〈0, 4〉 for activations �=,: since it is the output of ReLu and
non-negative; in this case, the multiplication needed is 4 × 3 bit, and the output is 7 bits.

As illustrated in Figure 10(b), input A of the DSP is used for two multiplier inputs and has a maximum word
length of 25 bits. Input B is used for the other three inputs and has a maximum word length of 18 bits. The output,
C, is populated with six 7-bit results. The total word length needed to support our packing scheme is 25 × 18 bits;
this can fit in a Xilinx DSP48E2, which supports 27 × 18 bit multiplies.
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Fig. 8. Pipeline organization for BM GEMM. (a) is a naive implementation, (b) is the fine-grained pipeline for BM GEMM. (1)
is inner product; (2) is Find Max in each column, and stream %BD< to % [�;:2] buffer; (3) is Find Max %<0G in each block by
left shifting, and calculate /Bℎ8 5 C , V

′
2 in �;81A block; (4) is #>A<.
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Fig. 9. DSP packed PE design for 4-bit BM MAC. (a) is the PE design, DEC block is the mixed precision decoder, and Reg
block is the shift register to pipeline out the accumulation result %8 9 . (b) is the MAC unit design.

The MAC unit, used in each PE, is illustrated in Figure 9. Figure 10(c) described how the inner product
is computed. The implementation still follows step one in Figure 4, but it merges the FMA and inter-block
accumulation computation.

3.4.2 Normalization and Rounding. The normalization and rounding of DSP packed GEMM is the same as the
conventional BM GEMM, and the GEMM architecture also uses the architecture in Figure 7.
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Fig. 10. DSP packing scheme for mixed precision 4-bit BM MAC. (a) is the bit arrangement for DSP packing in different
training phases. The total number of multiplications is six, with two numbers in input A, three numbers in input B, and six
7-bit numbers in output C. (b) is the simplified example of DSP-packed inner product implementation. Based on Figure 3, the
inner product merges the FMA and inter-block accumulation as one step.

4 NBEATS TRAINING ACCELERATOR

4.1 Training Accelerator Design
A block diagram of the N-BEATS training accelerator system is given in Figure 11. Weights, activations (used for
back propagation), input data, and label values are stored in high bandwidth memory (HBM). Four separate HBM
interfaces are used for independent access to weights, activations, input/label data, and the shared exponent
for input/label data. Shared exponents of weight and activations are stored in FPGA BRAM. The training
implementation algorithm is provided in Algorithm 2. ��_5 >AF0A3 () computes the FC layer forward pass,
��_102:F0A3 () computes the error propagation, gradient computation, and weight update of FC layer in the
backward pass. FC block computes ��_5 >AF0A3 () and Error, Gradient computation of ��_102:F0A3 ()mentioned
in Algorithm 2. Weight update of ��_102:F0A3 () is computed in SGD block.

The on-chip buffer sizes and precisions are detailed in Table 2. In this table, the largest FC layer weight size in
N-BEATS is !: × !: , where !: is an N-BEATS size parameter specified in Section 5.4. The !% buffer stores the
low-precision output of the FC block (Figure 12). �% buffer stores high-precision output (�" 〈4ℎ,<ℎ〉) from the
FC block, such as residual values. In forward pass, the Residual buffer '�(15 is used to store the backcast and
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Fig. 11. N-BEATS training accelerator. The computing block is marked with red; the low-precision BM buffer is marked
purple; the high-precision BM buffer is marked yellow. FC block is illustrated in Figure 12

forecast residual values, '�(15 [0] and '�(15 [1] in Algorithm 2 represents different area of the buffer to store
backcast and forecast branch residual data. In back-propagation, the Residual buffer stores the error of two branch
residuals. forward and backward passes are done layer-by-layer with weights, activations, and error values of
each layer being loaded to the appropriate on-chip buffers from HBM; updated, and written back to HBM.

The '4B��� block does the residual addition. The �=15 buffer stores the input values for the FC block, which
are activations for forward and errors for backward. �=15 [0] and �=15 [1] mentioned in Algorithm 2 is the different
�=15 area for backcast and forecast activation/error.

4.2 FC Block
The FC block is shown in Figure 12. FC block accelerates the matrix multiplication described in Table 1, and its
computation is illustrated in Figure 13. This block feeds parallel data input from the �= buffer and the parallel
data from the weight or activation buffer to the GEMM kernel. 5 4434A� and 5 4434A� pre-process this input data
by transposing it when necessary for different training phases. The transpose block is a shift register array, which
can simultaneously read one tile of the matrix and feed another transposed tile data to the GEMM kernel.

The BM GEMM in FC block is the GEMM kernel illustrated in Figure 7. 5 4434A� and 5 4434A� are configured
with different paths for different training computations. Path 1© is the forward computation (Equation 5). In
forward (Figure 13(a)), the activation input multiplies with transposed weight and then calculates the activation
output. During forward computation, each activation input is saved to HBM for gradient computation, and the
derivation of ReLu is calculated for backward computation.

Path 2© is the error propagation (Equation 10). In error propagation (Figure 13(b)), the error multiplies with
weight and gets the previous layer error. If it is the error of block input 4n,0, the GEMM kernel outputs the high
precision BM data.

path 3© is the gradient computation (Equation 11). In weight gradient computation (Figure 13(c)), the activation
is read from HBM and then transposed and multiplied with the transposed error. The output of the GEMM kernel
is the transposed gradient. The output gradient is transposed so that each parallel data in the tile can compute
weight update directly with weight without transposition, but the tile fetch order is different.
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Algorithm 2: Forward and Back Propagation of N-BEATS block
Function NBEATS_training

'�(15 [0] ← �=?DC��" ;
repeat"1;: times

NBEATS_block_forward();
'�(15 [1] ← "�%� (;014;��" , '�(15 [1]); //Equation 7
repeat"1;: times

NBEATS_block_backward();

Function NBEATS_block_forward
�=15 [0] ← �EC ('�(15 [0]);
�2C��" ← FA8C4 (�=15 [0]);
repeat 4 times

FC_forward(); //4-FC layer
if not last block then

repeat 2 times
FC_forward(); //backcast branch

'�(15 [0] ← '�(15 [0] − �%15 ; //Equation 6
repeat 2 times

FC_forward(); //forecast branch
'�(15 [1] ← '�(15 [1] + �%15 ; //Equation 6

Function NBEATS_block_backward
�=15 [1] ← �EC ('�(15 [1]);
repeat 2 times

FC_backward(); //forecast branch
if not last block then

�=15 [0] ← �EC (−'�(15 [0]); //Equation 9
repeat 2 times

FC_backward(); //backcast branch

�=15 [0] ← �AA>A �338C8>=(�=15 [0], �=15 [1]);
repeat 4 times

FC_backward(); //4-FC layer
if not first block then

'�(15 [0] ← '�(15 [0] + �%15 ;

The '4!D&#>A< block fuses the #>A< block in Figure 7 and ReLu block. The differential value of ReLu f ′

is calculated in the forward pass and used in the backward. The data output has two modes: high precision
(�" 〈4ℎ,<ℎ〉) connected to the �% buffer, and low-precision connected to the !% buffer.
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Table 2. On-chip buffer size and precision of the training accelerator

Size Precision
Weight buffer !: × !: �" 〈4F,<F〉
Activation buffer � × !: �" 〈402C ,<02C 〉

In buffer 2 × � ×  :
�" 〈402C ,<02C 〉/�" 〈44 ,<4〉/
�" 〈48=,<8=〉

LP buffer � × !:
�" 〈402C ,<02C 〉/�" 〈44 ,<4〉/
�" 〈46,<6〉

HP buffer � × !: �" 〈4ℎ,<ℎ〉
Gradient buffer !: × !: �" 〈46,<6〉

Residual buffer � × (�1

+�5 )
�" 〈4ℎ,<ℎ〉

Transpose

σ'

In buffer
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buffer
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to HP
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to LP
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③
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Fig. 12. FC block diagram. FeederA and FeederB have multiple paths for different training phases. 1© is the forward
propagation; 2© is error propagation; 3© is gradient computation. The BM GEMM is illustrated in Figure 7, but the =>A<
block in the GEMM is changed to '4!*&#>A<.

5 RESULTS

5.1 Experimental setting
We evaluated the performance of our accelerator on a Xilinx Alveo U50 board. The design is written in Vitis HLS
2021.2 with a target frequency of 200 MHz. The BM computations are implemented using the HLS 0?_8=C or
0?_D8=C data types as primitives.

To evaluate accuracy and performance, we used the same model architecture and parameters as the original
N-BEATS paper [13]. The model used"1;:=30 N-BEATS blocks, with the weight matrix size !: = 512. Input data
is arranged as a 2D array of dimension � × �1 where the batch size is � = 1024 and a forecast horizon �5 is 6.
The backcast length is �1 = 2�5 , and \ = �5 + �1 .

Experiments include training and validation on the M4 benchmark of the M4-Yearly dataset [22]. The M4
dataset was used to verify that the BM number system achieved minimal loss in accuracy. The N-BEATS model
itself has been shown to achieve excellent accuracy over a wider set of benchmarks including the M3, M4, and
TOURISM datasets [22]. Our proposed method can also be applied to other problems, and the throughput is not
dependent on the dataset.
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Table 3. Precision configurations used in this work

�" 〈48=,<8=〉 �" 〈4F,<F〉 �" 〈402C ,<02C 〉 �" 〈44 ,<4〉 �" 〈46,<6〉 �" 〈4ℎ,<ℎ〉
BM8-uniform �" 〈0, 7〉 �" 〈0, 7〉 �" 〈0, 7〉 �" 〈0, 7〉 �" 〈0, 7〉 �" 〈0, 15〉

BM4-mixed �" 〈0, 3〉 �" 〈2, 1〉 unsigned
�" 〈0, 4〉 �" 〈0, 3〉 �" 〈0, 3〉 �" 〈0, 15〉

BM4-uniform-1 �" 〈0, 3〉 �" 〈0, 3〉 �" 〈0, 3〉 �" 〈0, 3〉 �" 〈0, 3〉 �" 〈0, 15〉
BM4-uniform-2 �" 〈0, 3〉 �" 〈0, 3〉 �" 〈0, 3〉 �" 〈0, 3〉 �" 〈0, 3〉 �" 〈0, 3〉

The GPU selected for comparison is an Nvidia GTX 1080. This was chosen because both this and the Alveo
U50 were fabricated in a Taiwan Semiconductor Manufacturing Company (TSMC) 16 nm FinFET process. On
the GPU, FP32 precision was used without quantization, and power was measured using the nvidia-smi tool.
Throughput was calculated from the time taken to train the model from scratch using Pytorch.

5.2 BM GEMM Area Exploration
Figure 14 shows the area comparison of BM GEMM under different configurations; no DSP packing is applied in
the implementation. Figure 14(a) illustrates block size configuration impact. In this experiment, the GEMM has
32 × 32 PEs, and data precision is set to uniform �"8〈2, 5〉. It shows that the impact of block size on area is very
small, with a small increase in LUT consumption as the block size becomes small.

Figure 14(b) shows the impact of the BM parameters on resource utilization for a GEMM with 16 × 16 PEs, and
block size 8 × 8; the input and output data precision in each 〈4,<〉 configuration are the same. In �"8 number
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(a) Block size configuration (b) 〈4,<〉 configuration

(c) Mixed precision configuration

Fig. 14. BM GEMM area comparison under different configuration

system, the hardware resources required for �"8〈2, 5〉 and �"8〈3, 4〉 are similar. �"8〈4, 3〉 has similar DSP and
BRAM usage but LUT consumption is doubled, and �"8〈5, 2〉 has approximately triple the LUT and quadruple
the DSP consumption than �"8〈2, 5〉. Thus �"8〈2, 5〉 and �"8〈3, 4〉 are preferred from an area perspective over
�"8〈4, 3〉 and �"8〈5, 2〉 configurations. Compared to �"8, the MAC units in �"4〈2, 1〉 configuration do not
require DSPs, and the LUT usage of the GEMM is smaller than �"8〈2, 5〉.

Figure 14(c) shows the resource impact of the mixed precision configuration. In this design, GEMM kernel has
16 × 16 PEs, and the size is 8 × 8. The GEMM kernel for a uniform �"8〈2, 5〉 configuration has the same area as
the �"8〈2, 5〉 input and �"8〈5, 2〉 output. The mixed precision design, supporting �"8〈2, 5〉 + �"8〈5, 2〉 inputs
has approximately a 30% LUT overhead compared with uniform �"8〈5, 2〉 GEMM. The resource utilization of a
configurable GEMM is determined by the largest minifloat exponent word length.

5.3 Effect of Rounding Scheme
Figure 15 shows a tiny N-BEATS training example written in HLS C to demonstrate the difference in the rounding
scheme. The model used"1;:=2 N-BEATS blocks, with the weight matrix size !: = 8. The x-axis is the number of
the epochs and the y-axis is the MAPE loss. The HLS C-stochastic curve is for stochastic rounding of weight
update, while HLS C-nearest curve uses round to nearest. The figure shows that the HLS C-stochastic curve can
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Fig. 15. Effect of different rounding schemes with tiny N-BEATS training example

Table 4. sMAPE loss for N-BEATS training

Block size BM8-uniform BM4-mixed BM4-uniform-1
16 × 16 12.95 14.47 17.82
64 × 64 12.98 14.79 18.45
256 × 256 12.97 15.00 18.88
whole matrix 12.97 15.69 23.21
FP32 12.93
BM4-uniform-2 32.01

converge to the same loss value as PyTorch, while the HLS C-nearest curve does not converge. Here, the PyTorch
curve also uses stochastic rounding for weight update computation.

5.4 Accuracy and Performance of N-BEATS Training
Three different precision configurations for software and hardware evaluation were tested, as shown in Table 3.
Table 4 shows the N-BEATS training accuracy with different BM configurations, evaluated using sMAPE loss.
Firstly, The impact of block size is less significant in BM8-uniform configuration; its training result is close to
FP32. For 4-bit, as the block size is reduced, both BM4-mixed and BM4-uniform-1 configurations achieve smaller
sMAPE loss. Secondly, we note that a high precision residual during training is also important, sMAPE loss
decreases from 32.01 to 23.21 when a �" 〈0, 15〉 format residual is applied. Thus, mixed precision significantly
improves accuracy.

Table 5 shows an area comparison of the N-BEATS training accelerator for different precision configurations.
The training accelerator uses a GEMMkernel with 32×32 PEs without DSP packing.Themodel training parameters
are the same as Table 4. The same design with different number systems was used to obtain Table 5. For all
designs, the target frequency was set to 200 MHz, and the frequency reported in Table 5 and Table 6 is from the
Vivado post-routing report.

The BM4-uniform-1 configuration accelerator has 17.5% lower LUT consumption than BM4-mixed, and uses
31.1% less BRAM and 20.3% LUT than the BM8-uniform configuration. An advantage of smaller word length is
that on-chip memory size requirements are reduced. Our hardware resource constraint is on-chip memory, and
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Table 5. area comparison of N-BEATS training accelerator with different precision configuration

LUT BRAM DSP Freq.
(MHz)

BM8-uniform 273K 942 1111 15736.23% 80.93% 18.72%

BM4-mixed 218K 649 1111 18328.85% 55.76% 18.72%

BM4-uniform-1 180K 649 1111 17923.80% 55.76% 18.72%

Table 6. Performance comparison between various training accelerators

[23] [24] [25] [9] Ours
(no packing)

Ours
(packing) GPU

Device Stratix 10 MX VC709 MAX5 ZCU102 Alveo U50 Alveo U50 GTX 1080
number system FP16 INT16 INT8 �" 〈2, 5〉 BM4-mixed BM4-mixed FP32

Freq(MHz) 185 - 200 225 183 159 1733
Network ResNet 20 AlexNet VGG-like VGG-like N-BEATS N-BEATS N-BEATS

DSP 1040(26%) ≈ 2880(80%) 6241(91%) 373(15%) 1111(19%) 1103(19%) -
LUT/ALM 239K(34%) - 679K 147K(54%) 218K(29%) 498K(66%) -

BRAM/M20K 2558(37%) - 1232(29%) 1255(69%) 649(56%) 1003(86%) -
Batch size 1 - 128 1 1024 1080 1024

Tput. (Gops) 180 1022
(per FPGA) 1417 209 299.03 779.12 2991

Power(W) 20 32 13.5 7.7 20.86 18.38 220
Gops/W 9 31.97 105 27.1 14.34 42.4 13.6
Gops/DSP 0.17 0.36 0.34 0.56 0.27 0.71 -

DSP packing significantly reduces LUT utilization. In the present design, the performance is limited by HBM
bandwidth, so unfortunately, additional computational capability will not improve throughput.

Themixed precision 4-bit accelerator performance with and without packing is given in Table 6. It uses a GEMM
kernel with 36 × 24 PEs, with each PE employing a single DSP to implement six, 2 × 3 significand multipliers.
Overall, the GEMM kernel has 72 × 72 MAC units.

For the packing configuration in Table 6, the batch size used was 1080 to fit the tile size, and a block size of
12 × 12 was chosen. This resulted in an sMAPE loss of 14.5. The accelerator achieves a throughput of 779.12 Gops
and system power of 18.38 W from the Vitis analyzer. The implementation with packing has lower power
consumption due to the lower clock frequency.

The GPU we choose for comparison is an Nvidia GTX 1080 as both it and the AMD Alveo U50 were fabricated
using a TSMC 16 nm FinFET process. The GTX 1080 GPU implementation has a throughput of 2991 Gops with
FP32 precision for training, and power consumption of 220 W measured using the nvidia-smi tool. The FPGA
implementation demonstrated 3.12x better Gops/W than the GPU, and better Gops/DSP performance than other
FPGA training implementations, albeit for different sizes and types of neural networks.

We note that a direct comparison of the different implementations in Table 6 is not particularly meaningful as
the underlying neural network architectures are different, and computational demands are dependent on the
network topology. The main purpose is to demonstrate that the proposed architecture achieves good utilization
of the FPGA resources and can sustain high throughput for training. Regarding the batch size, a small value
optimizes latency, whereas a large one is best for throughput. For example, [23] and [9] in Table 6 are optimized
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for latency. This is because “Low-batch training greatly reduces memory requirement and unlocks opportunities
for FPGAs” [23]. The N-BEATS paper uses batch size 1024 for training, and we used the same number in our
implementation. Since matrix multiplication is the dominant computation in N-BEATS training, a larger batch
size can increase the utilization of the GEMM kernel and thus improve the system’s throughput.

5.5 Related Work
5.5.1 Number Systems. Conventional training accelerators typically use 16 or 32-bit FP encoding (such as IEEE-
754 single-precision, half-precision [26], or Google Brain Floating-Point 16 bits (BFLOAT16) [27]). Different low-
precision number systems have been applied to low-precision training, significantly improving the performance
of hardware implementations. Seungkyu et al. [28] proposed a heterogeneous data type implementation for neural
network training, using low-precision fixed-point activation/weight and half-precision error/gradient. A novel
MAC architecture is designed to facilitate the heterogeneous data-type inputs configured with different precision
levels of unbalanced bit-widths. The FP8 data type [1, 2] is another popular number system for low-precision
training and uses 5-bit exponent and 2-bit mantissa, or 4-bit exponent and 3-bit mantissa data representations for
training. Notably, FP8 was highlighted in a paper from NVIDIA, ARM, and Intel [5] in which they demonstrated
the efficacy of the format on various training tasks, matching the accuracy of 16-bit approaches. However, FP8
was only applied to GEMM operations for fully connected and convolutional layers, with non-GEMM operations
remaining in 16-bit floating-point (FP16) or BFLOAT16.

Examples include BM [7] and FP8 [5, 29], in which the latter utilizes a scaling factor for each layer of a
Transformer neural network [30]. Previous work [8] has shown that BM can achieve similar accuracy to FP16
and with area close to 8-bit signed integer (INT8) for inference. Microscaling [31] adopted a similar numerical
format, but included special values such as NaN and Inf not present in block minifloat. The techniques in this
paper could be directly used to implement Microscaling.

5.5.2 DSP Packing. DSP packing has been frequently used in neural network inference implementation to
improve computational density in FPGAs, which have a fixed number of high-performance blocks. Xilinx
proposed 8-bit integer [18] and 4-bit integer [19] for convolutional neural network (CNN) inference. A recent
paper [20] supports six 4-bit signed multiplications packed on one DSP for CNN inference. [21] enables four 8-bit
FP multiplications on one DSP. The present work extends this idea by supporting different precision formats, as
illustrated in Figure 10, and using it for training rather than inference.

5.5.3 FPGA Training Accelerators. Guo et al. [32] proposed a CNN training accelerator using sparsity and pruning
that achieved 641GOP/s equivalent performance. Geng et al. [24] proposed the ALexNet training accelerator using
the FPGA cluster. The power efficiency per FPGA is up to 3.4 times higher than the Tesla K80 GPU. Luo et al. [25]
implemented 8-bit CNN training accelerator by utilizing batch-level parallelism. Venkataramanaiah et al. [23]
implemented a CNN accelerator for low-batch training. Finally, Guo et al. [9] described a �" 〈2, 5〉 data type
accelerator for single-batch CNN transfer training. This work differs from [9] in the use of mixed precision
arithmetic to reduce precision loss from cross-block operations and utilizes DSP packing. To the best of our
knowledge, is the first reported FPGA-accelerated time-series forecasting network.

6 CONCLUSION
In this work, we demonstrated the feasibility of training time series forecasting networks using BM arithmetic.
Our mixed precision scheme combined with a high-precision residual was used to implement NBEATS at primarily
4-bit precision (Mix BM4) and achieve a sMAPE loss of 14.47, which is similar to an FP32 result of 12.93 on the
M4-Yearly dataset. We proposed a BM arithmetic implementation scheme that incorporates a novel BM GEMM
architecture and 4-bit DSP packed PE design. Our Mix BM4 implementation uses 31.1% less BRAM and 20.3%
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less LUTs compared to BM8, and with DSP packing, the accelerator achieves a throughput of 779 Gops, DSP
utilization 0.7 Gops/DSP, and power efficiency 42.4 Gops/W.
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