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Abstract

Two FPGA based implementations of random number
generators intended for embedded cryptographic applica-
tions are presented. The first is a true random number gen-
erator (TRNG) which employs oscillator phase noise, and
the second is a bit serial implementation of a Blum Blum
Shub (BBS) pseudorandom number generator (PRNG).
Both designs are extremely compact and can be imple-
mented on any FPGA or PLD device. They were designed
specifically for use as FPGA based cryptographic hardware
cores. The TRNG and PRNG were tested using the NIST
and Diehard random number test suites.

1 Introduction

The random number generator (RNG) is an important
cryptographic primitive widely used for one time pads [24],
key generation (e.g. [21]) and authentication protocols (e.g.
[28]). The security of such systems rely on the assump-
tion that future values in the random number sequence can-
not be predicted from the observed sequence. There are
two types of random number generators commonly used
for cryptographic applications. The true random number
generator (TRNG) derives its output from a physical noise
source whereas a pseudorandom number generator (PRNG)
expands a relatively short key (possibly from a TRNG) into
a long sequence of seemingly random bits based on a deter-
ministic algorithm. A cryptographically secure random bit
generator (CSRBG) is one which produces sequences for
which there is no polynomial time algorithm which, on in-
put of the first l bits of the output sequence s, can predict
the (l+ 1)st bit of s with a probability significantly greater
than 1

2 [16].
Field programmable gate array (FPGA) devices have

been successfully used for the implementation of crypto-
graphic hardware, some examples being the data encryption
standard (DES) [18], advanced encryption standard (AES)

candidate finalists [3], IDEA [17] and RSA cryptography
[26]. In these and other implementations, FPGAs had ad-
vantages in performance, design time, power consumption,
flexibility, cost or area over comparable microprocessor and
very large scale integration (VLSI) based systems.

In this work, FPGA based implementations of a TRNG
and a PRNG are presented. These designs are intended for
integration with other FPGA based cryptographic hardware
to produce embedded cryptosystems on a single FPGA.
Apart from achieving a higher level of integration, keeping
the critical random number generation operations internal
to the device achieves better security since these data do not
need to be passed to the FPGA via the pins.

In many applications, highly secure random numbers are
required only at very low bit rates, perhaps to generate a
single key for the lifetime of the application. An example
is public key cryptography where, once a key pair is gen-
erated, the same key is used for subsequent applications.
The TRNG and PRNG reported in this paper are designed
for low bit rate applications and both are able to generate
highly secure random numbers while occupying minimal
resources. They are particularly suitable for applications
where integration of the RNG and other cryptographic al-
gorithms on the same FPGA is required.

Previous implementations of TRNGs will be reviewed in
Section 2. For the TRNG, oscillator phase noise was used.
This mechanism was chosen since the RNG can be con-
structed from mostly digital components and is thus suitable
for FPGA implementation. Unlike other implementations
using this approach [22], our implementation uses a very
high frequency clock (up to 400 MHz) and does not require
a scrambler to achieve good random output. The only other
single chip FPGA based TRNG of which we are aware uses
analogue phase locked loop (PLL) jitter and can only be im-
plemented on an FPGA with this feature [5]. In contrast, the
method presented in this paper can be implemented on any
FPGA device.

The PRNG presented is a novel bit serial implementa-
tion of the Blum, Blum and Shub (BBS) [12] PRNG. This



algorithm was chosen for its extremely compact circuit, yet
BBS is a CSRBG if the assertion that that there is no poly-
nomial time algorithm for integer factorization remains true
(an unproven assumption). BBS is believed to be one of the
strongest CSRBG algorithms.

The rest of the paper is organized as follows, traditional
techniques used for random number generation (RNG) are
reviewed in Section 2. The basic algorithms used for the
TRNG and PRNG described in this paper are then intro-
duced in Section 3. The architecture of the RNGs and de-
sign details are presented in Section 4. The performance of
the design and the quality of the resulting output is reported
and evaluated in Section 5. Finally, conclusions are drawn
in Section 6.

2 Review of Random Number Generation
Techniques

2.1 True Random Number Generators

Given the importance of random number generation, sur-
prisingly few hardware implementations of TRNGs have
been reported. There are three commonly used techniques
in the literature, namely oscillator sampling, direct ampli-
fication and discrete time chaos. In the oscillator sampling
approach, period variation (i.e. oscillator jitter) in a low
frequency clock of low quality factor (Q) is exploited by
using it to sample a high frequency clock. The direct am-
plification technique digitizes thermal or shot noise, using
a amplifier and comparator. Finally, chaotic systems can be
used to produce TRNGs.

In 1984, Fairfield, Mortenson and Coulthart [22] devel-
oped the first integrated RNG based on oscillator phase
noise. In the design, a high frequency oscillator was sam-
pled using a low frequency oscillator. After removing duty
cycle biases via a parity filter, the flip flop output was fed
into a linear feedback shift register (LFSR) based scrambler.
The design generated 27 bps using a 1000 Hz low frequency
clock. Although our random source uses the same mecha-
nism, our random number design does not require the digital
scrambler used in their design.

The Intel RNG is part of the Intel 8xx chipset starting
with the Intel 810 and is implemented in the Intel 82802
Firmware Hub Device (FWH). It uses amplified thermal
noise to drive a voltage controlled oscillator (VCO), and
oscillator sampling is used to detect the phase noise of the
VCO to produce a digital random source [10].

To the best of the authors’ knowledge, the only previ-
ously reported FPGA implementation of a TRNG was an
implementation by Fischer and Drutarovsky [5] using a
variation of oscillator sampling. Their design was based
on the randomness of jitter in an analogue phase locked
loop (PLL) and a decimator was used to ensure that at least

one sample affecting jitter was included in every output
data. The design was implemented on an Altera APEX
EP20K200-2X FPGA with a 33.3 MHz external clock.
With an 88.245 MHz internal clock, it can generate 69 kbps.
For FPGAs such as the Altera APEX E and APEX II de-
vices which have internal PLLs, this approach requires no
external components. The disadvantage of this approach is
that few FPGAs have this feature.

True random number generators based on chaotic sys-
tems can lead to very compact CMOS implementations. In
2001, Stojanovski et al. [27] implemented an analog chaos-
based RNG in a 0.8 µm CMOS process utilizing switched
current techniques. The estimated output bit rate of this de-
sign was 1 Mbps. Andrea Gerosa et al. [7] also imple-
mented a RNG based on a chaotic system. Their design
with a pipelined ADC (analog-to-digital converter) occu-
pied 2.2 mm2 silicon area and the design can generate 8-
bits of data using a 20 MHz clock.

Petrie et al., combined oscillator sampling, direct ampli-
fication and discrete time chaos to produce an analog VLSI
chip which was robust to power supply noise and substrate
signal coupling [19]. Implemented in 2 µmCMOS, the chip
could produce random numbers at 1.4 Mbps. The design
occupied an area of 1.5 mm2 and dissipated 3.9 mW of
power.

2.2 Pseudorandom Number Generators

There are many methods to generate pseudorandom se-
quences, and the classical software based methods, all of
which can be implemented in hardware, are described in
Knuth [11]. In this section, hardware implementations of
PRNGs will be reviewed.

A common method of producing a PRNG is to use
the output of a linear feedback shift register (LFSR) [11].
Although this technique has good statistical properties
and leads to very efficient hardware implementations, the
Berlekamp–Massey algorithm can be used to efficiently de-
duce the connection polynomial from the LFSR’s output se-
quence, making it unsuitable for cryptographic applications
[16].

In 1986, Wolfram [31] proposed a method to generate
random numbers by connected cellular automatas (CA).
Hortensius et al. [8] proposed a VLSI implementation of
a parallel 1-D cellular automata. The 30-bit hybrid CA de-
sign was about 2.1 times larger than a 30-bit LFSR (linear
feedback shift register) RNG while offering better random-
ness and faster clock rate due to nearest neighbor wiring.

In 2002, P. Martin [15] evaluated different PRNGs im-
plementation on FPGAs. He showed that using multiple
LFSRs with different initial values can give more random
results that a single LFSR.

FPGA based cryptographic PRNGs hardware have also
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Figure 1. Oscillator sampling using D-type
flip-flop.

been proposed. Barry Shackleord et al. presented RNGs
based on neighborhood-of-four cellular automata [25]. The
design made use of the 4-input lookup tables (LUTs) in Xil-
inx FPGA to fully utilize the hardware and can generate 64-
bit random numbers at a frequency as high as 230 MHz.
Another FPGA implementation of PRNG was introduced
by Robert K. Watkins et al. in 2001 [30]. Their design used
a Genetic Algorithm (GA) to generate a set of PRNGs and
FIPS-140 was used as a fitness function in the evolution.
This design, implemented on an XESS XSV800 Virtex pro-
totyping board, relied on run time reconfiguration. The final
product of the evolution is a PRNG.

It is not possible to prove a sequence is random. Some
basic tests were introduced by Knuth [11]. A compact and
preliminary test suite was defined in FIPS-140 by the Na-
tional Institute of Standards and Technology (NIST). NIST
proposed a more comprehensive random and pseudorandom
number generator test suite for cryptographic applications
in 2001 [1]. The Diehard test developed by Marsaglia [14]
is widely considered to be one of the most stringent RNG
tests.

3 RNG Algorithms

3.1 TRNG Design

The TRNG operates by sampling an accurate high fre-
quency clock, Fh, with an unstable low frequency clock,
Fl. This was done using an edge-triggered D-type flip-flop
as shown in Figure 1 with Fl as the clock input and Fh as
the data input. The output rate is at the frequency of the the
slow clock, Fl.

There are several factors which affect the randomness of
the output [22]. The first situation is that the duty cycle of
Fh may not be 50%. In this situation, Fr will have unequal
probability of being zero or one. An N -bit parity filter [4,
22] can be used to deskew a non-uniform distribution. If the
ratio of ones to zeroes in the raw random bitstream is p : q
then the probability that the parity will be one or zero is
the sum of the odd or even terms of the binomial expansion
of (p + q)N . This sum can be evaluated to calculate the
probability of a one at the output of the parity filter and is

1
2 ((p+ q)N + (p− q)N ). Since p+ q = 1, this expression
reduces to 1

2 (1 + (p− q)N). As n increases, this expression
tends to 0.5.

The second factor is the selection of clock frequency. If
the variation of the period in Fl is not large enough, there
will be correlation between bits and so the value of the out-
put can be predicted to some extent from the previous val-
ues. Previous research has shown that the standard devia-
tion of the period of Fl should at least be 0.75 times the pe-
riod ofFh [22]. Thus increasingFh and reducingFl leads to
more randomness. The effect of the frequency of Fl on the
quality of the random numbers generated will be addressed
experimentally in Section 5.

A third factor affecting the quality of the RNG is the
random source itself. As there are both periodic and aperi-
odic electromagnetic noise inside a computer system, there
may be correlation in the output sequence as the result of
coupling of periodic noise from the power supply, clocks,
crosstalk, thermal effects etc. This issue is not addressed in
this work.

3.2 PRNG Algorithm

The following equation generates the BBS sequence Xi

where i is a positive integer:

Xi+1 = X2
i mod M (1)

where M is a product of two large prime numbers p and q,
which both have a remainder of 3 when divided by 4. X0 is
a seed which is co-prime with M. As proven in [12], a deter-
ministic algorithm to compute the unique quadratic residue
X−1 mod M such that (X−1)2 mod M = X0 requires the
knowledge of the prime factors ofM . ThusM can be made
public as long as p and q are kept secret and the difficulty of
deducing the output of the PRNG is as difficult as factoriz-
ing M .

Currently, the best general purpose factoring algorithm
is the Number Field Sieve (NFS) which has a runtime ap-
proximatelyO(e1.9(lnn)1/3(ln lnn)2/3

) [13, 23]. To date, the
largest numbers (without special properties) that have been
factored were 155-digits (512-bits) in length. Thus 1024-bit
numbers are considered very secure [23] and are routinely
used for high security applications.

The BBS algorithm is appropriate for use in crypto-
graphic applications since it has a strong security proof
which relates the quality of the generator to the difficulty of
integer factorization [12]. Although the original algorithm
only produced 1-bit per iteration, Vazirani and Vazirani [29]
showed that one can safely use at least blog2(log2(M))c
bits of Xi while maintaining equivalent security. The typ-
ical size of M ranges from 256 to 1024-bits [1]. Using a
larger M will increase the number of available bits in each
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Figure 2. TRNG and PRNG as a subsystem for
an FPGA-based application.

iteration at the expense of increased area and computational
requirements.

4 Implementation

In this section, the implementation details of the TRNG
and PRNG are presented. The complete TRNG and PRNG
was designed on a single FPGA with the only off-chip com-
ponents being two resistors and a capacitor for the TRNG
low frequency oscillator. The TRNG and PRNG operate in-
dependently. Figure 2 shows the relation between the two
parts. The TRNG first fills its buffer with random bits. This
buffer can be used as a source of random bits and can also
be used as a seed for the PRNG. The output of PRNG is
also stored in a buffer. A host computer interface permits
retrieval of the data in either of the buffers.

4.1 TRNG Circuit

The TRNG circuit of Figure 3 was used for the design.
Fh is a high frequency clock and Fl is a low frequency clock
generated by an external RC oscillator circuit. A parity fil-
ter with 4 stages was applied to the raw random bit stream
to correct for any duty cycle biases. Note that since the
parity filter must use n independent events, the output rate
is reduced by a factor of n. This is implemented by only
producing one write enable every n cycles as shown in the
schematic.

Figure 4 shows the schematic for the free running multi-
vibrator used to implement the Fl oscillator [6, 2]. The pe-
riod of the oscillator will be affected by background noise
which is the source of randomness in the design. R2 is used
to limit the current when Y has an excursion beyond the
supply rails i.e. without R2, the voltage at Y would be
limited to between Vdd and GND due to the FPGA’s in-
put protection diodes. R2 should be chosen to be much
larger than R1 so that there is no appreciable discharge of
C through R2. Note that the inverter and two buffers in
the low frequency oscillator were implemented using the

WECNT
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Figure 3. TRNG circuit showing digital mixing,
parity filter and output buffer.

input/output blocks (IOBs) of the FPGA. The IOBs have
hysteresis which serve to reduce noise due to slow chang-
ing inputs of the oscillator. It is possible to add an enable to
the oscillator so that it can be switched off to save power.

Figure 5 shows the output of node Y of the oscillator as
measured with an oscilloscope. The highest voltage reached
at node Y occurs just after node X switches from low to
high. Since VX increases by Vdd, VY increases by the same
amount to VY = 3Vdd

2 . Charge at node Y then decays
through R1 towards GND (via the output of the inverter)
with an exponential decay VY (t) = 3Vdd

2 e−t/(RC). When
VY reaches the switching point of the bottom buffer, i.e.
VY = V dd/2, the buffer will switch, causing VX to drop
by Vdd. This is turn causes VY to drop to −Vdd/2. The
voltage then rises towards Vdd (since the inverter’s output
is at Vdd until the switching point of the bottom buffer is
again reached. This process repeats indefinitely and is thus
an oscillator.

The resulting half-periodT/2 can be calculated as Vdd
2 =

3Vdd
2 e

−T/2
RC from which the period of the oscillator T =

RC ln(9) can be derived.
The dual port BlockRAM acts as both a buffer and in-

terface. The random bit stream is written to the memory
through port A via the Fl clock. The PRNG circuit reads
the output via port B using the Fh clock. The TRNG cir-
cuit also contains a counter (not shown in Figure 3) whose
output is used as the address for the BlockRAM.

4.2 BBS PRNG

The implemented BBS PRNG used an M which was
1024-bits in length. The size and security of the BBS PRNG
can be changed by appending more registers and increasing
the counter size. The modulus M was hardwired in the de-
sign.

Figure 6 shows the data path of BBS PRNG. Note that
all connections are one bit in width. The main computation
element in the PRNG is a bit serial arithmetic logic unit
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Figure 5. Oscilloscope trace of oscillator
node Y.

(ALU). The signal op selects its operation mode, namely:

ALUoutput =





A+B + Cin if op = 0 and sub = 0
B −A if op = 0 and sub = 1
B + Cin otherwise

There are 4 1024-bit shift registers in the design: M, X,
Y and Z. Register M stores the value of M which will not be
changed. Register X stores the value of Xi. This value is
initialized to a random seed from the TRNG and refreshed
after each iteration. Register Y and Z can be combined to
form a 2048-bit register, register YZ, to store the tempo-
rary results of ALU operations. All registers are constructed
by cascading SRL16E components [32] to reduce area con-
sumption where the SRL16E element is a single LUT con-

Table 1. Register values for the validation op-
eration.

Register Value before validation Value after validation
M M M
X M don’t care
Y X0 1
Z X0 X0

figured as a 16-bit shift register with enable.
There are two internal flag registers: z flag and 1 flag

which are asserted when the 1024-bit output of the ALU is
0 or 1 respectively. These two flags are implemented in a se-
rial fashion and are used by the control finite state machine
(FSM).

The BBS PRNG performs three functions: seed valida-
tion, squaring and modulo operations. Seed validation is
performed once only during initialization, and after that, a
squaring and modulo operation are performed each iteration
to produceXi, the least significant blog2(log2(M))c bits of
which are used as random data. Although one could safely
use the least significant 9-bits of Xi (M < 21024), 8-bits
were chosen to simplify interfacing.

4.2.1 Seed Validation

As described in the Section 3.2, the BBS algorithm requires
that the seed, X0 be co-prime with the modulus M. Eu-
clid’s method [11] was used for computing gcd(X0,M).
The validation operation is repeated with different random
seeds X0 (provided by the TRNG) until a seed for which
gcd(X0,M) = 1 is found. The seed validation implemen-
tation is described by the following pseudocode:

seed_validation() {
get_seed:

X = modulus; // backup M
Y = read(TRNG); // get X_0

gcd_sub:
Y = Y - X;
if (Y == 1) return(seed = X_0);
if (Y == 0) goto get_seed;
if (Y < 0) Y = Y + X;
swap X, Y;
goto gcd_sub;

}

Table 1 shows the contents of each register before and
after the validation process.

All operations are performed in a serial manner. The
least significant bits of registers X and Y are passed to the
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ALU as operands and the registers are right shifted after
each clock cycle. Thus a single +/- operation takes 1024
clock cycles. The ALU’s carry flag is used to test if y−x <
0.

4.2.2 Squaring

Table 2 shows the values of the registers before and after the
squaring operation and the following pseudocode describes
the procedure for performing a squaring. Note that 1024
cycles are required to perform the add on the line labeled
L1.

square(X, YZ) {
repeat 1024 times {

if LSB(Z) = 1 then
L1: Y = Y + X;

else
Y = Y;

shift_right_one_bit(YZ);
}

}

4.2.3 Mod Operation

After squaring, YZ contains X2
i . This is reduced modulo

M by restoring division until a negative result is generated,
producingX2

i modM . There are faster methods for finding
the remainder but this method was chosen since it occupies
a very small circuit area. The following pseudocode per-
forms the mod operation.

Table 2. Register values for the squaring op-
eration.

Register Value before Mul Value after Mul
M M M
X Xi Xi

Y 0 (X2
i )[511:256]

Z Xi (X2
i )[255:0]

mod(M, YZ) {
repeat 1024 times {

Y = Y - M;
if (Y < 0) then

Y = Y + M;
L1: YZ = shift_left_1bit(YZ);

}
}

Table 3 shows the values of registers before and after the
mod process.

One implementation detail should be noted. In the pseu-
docode, register YZ is shifted left by one bit. In the actual
hardware this is not implemented directly since the shift
register employs SRL16E components which can only be
used to shift in one direction. In most other operations in-
cluding the validation, squaring and backup, the registers
shift in the right direction, the line labeled L1 being the only
exception in the design. In order to make the hardware sim-
ple and uniform, the shift left operation is transformed to
a rotate right of 2047-bits. It could also have been imple-
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Table 3. Register values for the mod opera-
tion.

Register Value before Mod Value after Mod
M M M
X Xi Xi

Y (X2
i )[511:256] X2

i mod M
Z (X2

i )[255:0] don’t care

Table 4. Timing analysis of PRNG.
Operation Cycles
1. X = x*x n2

2: X % M (n iterations)
2.1. n-bit sub n
2.2. n-bit restore 0.5n (average)
2.3. shift left = rot 2n bits 2n
TOTAL n2 + n(3.5n) = 4.5n2

mented by using D-type flip-flops for the Y and Z registers,
however, since 16 flip-flops are required to implement a sin-
gle SRL16E, the size of register Y and Z will grow by a
factor of 16 so this approach was not adopted.

4.2.4 Output and Restore

After the mod operation, the result, X2
i mod M , is stored

in register Y. The PRNG output is produced from 8 least
significant bits of register Y which are shifted to the output
buffer, forming the pseudorandom bit stream for the current
iteration.

To restore the registers’ values for the next iteration, Y is
then copied to X and Z. At the same time, zero is shifted into
Y and the flag and carry registers are cleared. After restor-
ing, the values in the registers are as shown in the second
column of Table 2.

4.2.5 PRNG Timing

Table 4 gives a breakdown of the number of cycles required
for each step of the PRNG generation process. In total,
each iteration of the PRNG requires 4.5n2 + n clock cy-
cles, where n is the size of the modules in bits.

5 Results

An implementation of the RNG was synthesized and im-
plemented using Synopsys FPGA Compiler and Xilinx Al-
liance respectively. The FPGA platform used was a Pilchard
FPGA card [20] which uses the SDRAM bus instead of the

Table 5. Implementation summary (Xilinx
XCV300E-8).

Design Period Slices BRAM
Design (ns) (% XCV300) (% XCV300)
TRNG 2.310 15 (1%) 1 (3%)
PRNG 7.212 307 (10%) 1 (3%)
Both 7.280 310 (10%) 2 (7%)

PCI bus used in conventional FPGA boards, and the exter-
nal passive components used for the low frequency oscilla-
tor (R1, R2 and C in Figure 4) were built on a daughter card.
The FPGA used was a Xilinx Virtex XCV300E-8 device.

Table 5 summarizes the resource utilization and perfor-
mance of the TRNG and 1024-bit PRNG design including
the host interface. The design occupies less than 10% of
the logic resources of a Xilinx Virtex XCV300E-8 FPGA.
The high frequency clock of the TRNG can operate at
over 400 MHz, and the PRNG operates at 133 MHz. In
the experiments described below, the PRNG was clocked
at 133 MHz and the TRNG at 266 MHz by doubling the
133 MHz clock using a doubled delay locked loop (DLL).
The frequency of the low frequency clock is variable.

For n=1024, each iteration requires 35 ms. Since the last
8-bits are used as random data, the throughput of the design
is 225 bps.

5.1 TRNG Low Frequency Clock

For all experiments in this and the following randomness
tests, a 50 V monolithic ceramic 0.01µF ± 20% bypass ca-
pacitor was used for C and all resistors were discrete car-
bon resistors, A much larger period variation was observed
if a variable resistor was used for R1, so discrete valued re-
sistors were used for all measurements. The values of R1
ranged from 90 Ω to 2 kΩ resulting in frequencies of 18-
265 kHz. The R2 resistor was chosen to be 30 kΩ. The
square wave output of the low frequency clock was buffered
in the FPGA and the buffer output was measured using a
digital oscilloscope to obtain statistics on the period varia-
tion. The buffering was done to ensure that the measure-
ment process did not affect the noise levels in the low fre-
quency clock generator circuit.

Table 6 summarizes experiments in which the standard
deviation of the period for different R1 values in the low
frequency clock was measured using the statistical feature
of a 500 MHz, 2 Gs/s HP Infinium 54820A oscilloscope.
As can be clearly seen from the table, low frequencies lead
to larger standard deviation in the period. It is reasonable to
assume that the larger the period variation, the more random
the resulting output bitstream and thus lower frequencies

7



Table 6. Low frequency clock measurements.

Frequency std(period)
Hz ns

3.74k 3.7
6.75k 8.5

13.83k 26
54.82k 42
91.91k 81

will lead to higher degrees of randomness.

5.2 NIST Test Suite

For the NIST test suite (version 1.4), all parameters were
set according to the recommendations in [1] and the test
sequences were 1 Mbit in size. The sample size, i.e. the
number of bit sequences to pass the tests was 10. Table 7
summarizes the NIST test results for the PRNG and for the
TRNG at different frequencies. The significance level α
was chosen to be the default of 0.01 (99% confidence) so
a test has passed if the P-value is larger than this number.
Failed tests are shown in bold. It can be seen that the TRNG
passes the NIST RNG test suite when the low frequency os-
cillator is 115 kHz or lower, corresponding to a throughput
of 115/4 = 29 kbps. The PRNG also passes all NIST tests.

5.3 Diehard Test Suite

Although the Diehard test suite is one of the most com-
prehensive publically available sets of randomness tests, un-
fortunately there are no well-defined pass criteria. Intel cal-
culated that the entire 250 test suite passes with a 95% confi-
dence interval for P-values between 0.0001 and 0.9999 [9],
and this method was used for our testing.

The Diehard test results are summarized in Table 8. At
36.8 kHz and 52 kHz, the test which fails is the minimum
distance test. The minimum distance test is as follows, “
It does this 100 times:: choose n=8000 random points in
a square of side 10000. Find d, the minimum distance be-
tween the (n2 − n)/2 pairs of points. If the points are truly
independent uniform, then d2, the square of the minimum
distance should be (very close to) exponentially distributed
with mean .995.”.

It was found that for frequencies below 151 kHz (with
the exception of 52 kHz and 36.8 kHz), the TRNG passes
the test suite. The PRNG random sequences also passes the
Diehard test.

6 Conclusion

In this paper, two FPGA based RNGs were introduced.
The TRNG design demonstrates a method for producing
high quality non-deterministic random numbers. Compared
with previous techniques, this method does not use any spe-
cial features of the FPGA and thus can be implemented on
any CPLD or FPGA device. The PRNG shows that a highly
secure RNG can be implemented with very small area re-
quirements, both designs together plus the host interface
occupying just 310 Virtex slices. The BBS algorithm cho-
sen lends itself to an area efficient serial architecture, which
greatly reduces circuit size, admittedly at the expense of
speed. The maximum bitrate of the TRNG which could
pass the NIST and Diehard test suites were 29 kbps and
4.7 kbps respectively. We recommend that the TRNG be
used at or below 29 kbps, and below 4.7 kbps for very high
security applications. The PRNG passes both Diehard and
NIST tests and achieves an output rate of 225 bps .

Both designs were intended for embedded cryptographic
applications where the random number generator is inte-
grated on the same chip as other cryptographic hardware.
Including an internal high quality random number genera-
tor may also improve security by keeping seeds and keys
internal to the device.

Issues of tamper resistance have not been addressed in
this work. For example, the TRNG could be made to pro-
duce a constant output by externally grounding the pin used
to generate the low frequency clock. It is possible to per-
form rudimentary randomness tests of the TRNG output to
ensure that it has not failed or been tampered with. Future
work will focus on this issue.
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