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Introduction

» Architecture of an “Island-style” FPGA and how CAD tools map to them
- Homogeneous model — all logic elements are of a single type
- FPGA only consists of BLEs and programmable routing

- Commercial FPGAs have embedded blocks which differentiate products, choice of
FPGA strongly influenced by availability of embedded blocks and IP cores

» Case study

- Architectural Exploration




Island-style FPGAs
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Island-style FPGA — Logic Block

N

Logic Blocks

- used to implement logic

- lookup tables & flip-flops

Altera: LABs
Xilinx; CLBs

Slide: Steve Wilton, UBC 4
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Island-style FPGA — |/O Block

~

|/O Blocks
- interface off-chip

- can usually support

many |/O Standards

Slide: Steve Wilton, UBC 5
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FPGA Blocks
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From Compton & Hauck, ACM Comput. Surv., V34, No. 2, June 2002 6
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Slide: Steve Wilton, UBC 7




Basic Logic Element

» Logic block and logic element mean the same thing
> The lookup table size is K

- What are the consequences of this being too big/small?

e _
Inputs — > KEnUp%t D FF Out
> Clock —»>

(a) Basic logic element (BLE)

From [1] 8



BLE Implementation

Inputs

Wweans-Hg

Function of each lookup table can be configured by shifting in bit-
stream.

Slide: Steve Wilton, UBC 9



Exercise

» Show how we can implement A+B.C with the LUT in the previous slide
» How many of the following does a K-input LUT use?
- SRAM cells

- MUX pass transistors
- MUX select buffers?

10
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» Show how we can implement A+B.C
with the LUT in the previous slide

» How many of the following does a K-
input LUT use?
- SRAM cells (2%)
- MUX pass transistors (22
- MUX select buffers? (K)

11
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SRAM Cell

SRAM cell

data data’

enable

» How many transistors?

12



Technology Mapping

» Depth-optimal mapping

Slide: Steve Wilton, UBC 13
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Logic Cluster

Intré-cluster connections: fast

I .
Intelr-cluster connections: slow

~ |

N
| Outputs
I
I
I
-
I | ~
Inputs N
I I .
Clock 9

(b) Logic cluster

Cluster accepts | inputs and consists of N basic logic elements with multiplexed inputs

From [1] 14
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Clustering Algorithms

» Clustering groups LUTs into LAB-sized clusters
- Idea: try to encapsulate as much activity inside each cluster as

possible

Slide: Steve Wilton, UBC 15



Configurable Routing

) D J,_D Connect Logic Blocks
: }\/ using Fixed Metal
_____________________________ Tracks and
Programmable
Switches

B

_______________________________________________________________________

Slide: Steve Wilton, UBC 16



Configurable Routing

Connect Logic Blocks
using Fixed Metal
Tracks and
Programmable
Switches

Slide: Steve Wilton, UBC 17



5% | THE UNIVERSITY OF

SYDNEY

SRAM cell CONFIG
N
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Slide: Steve Wilton, UBC
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Logic Cluster Detall

» Fc,in is the number of input connections from routing to cluster

S SNV SIS MRS |
A N I 5
|V I} B~ .
5 gl vV | /
2 = | |
5i) :
.
é . l ® | | ;n
: - . 1| K > L 2
E - | e . | | LUT | HFE}f <7 &
Input s N’ e ¥ R —
connection | buffers L Bk | —I_T
block buffers ogal :
P routing ¢ ¥ |
muxes | muxes : BLEs |
e e s e et e vee o |

Logic Cluster

From [1] 19



Case Study: Xilinx FPGAs




&, XILINX

ALL PROGRAMMABLEw

Source of slides that follow: Xilinx
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Maximum Capability

Logic Cells
Block RAM
DSP Slices
Peak DSP Perf.
Transceivers

Transceiver
Performance

Memory Performance
I/O Pins

I/O Voltages

Source: Xilinx

AT TINS 7
/ VAN

Lowest Power
and Cost

/ Series FPGA Families

Industry’s Best
Price/Performance

Industry’s Highest
System Performance

20K - 355K

70K - 480K

285K — 2,000K

12 Mb

34 Mb

65 Mb

40 -700

240 - 1,920

700 - 3,960

504 GMACS

2,450 GMACs

5,053 GMACS

4

32

88

3.75Gbps

6.6Gbps and 12.5Gbps

12.5Gbps,
13.1Gbps and 28Gbps

1066Mbps

1866Mbps

1866Mbps

450

500

1,200

3.3V and below

3.3V and below
1.8V and below

3.3V and below
1.8V and below
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Virtex-7 Devices

>

- Virtex-7:
- Virtex-7XT:
- Virtex-7HT:

Logic
Block RAM
DSP
Parallel 1/0O
Serial I1/0

General logic

Rich DSP and block RAM, higher serial bandwidth
Highest serial bandwidth

Virtex-7

.*\

Virtex-7XT

Virtex-7HT

* High Logic Density
* High-Speed Serial
Connectivity

* High Logic Density
* High-Speed Serial

Connectivity

 Enhanced DSP

* High Logic Density
+ Ultra High-Speed Serial

Connectivity

Source: Xilinx
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. . . - TR
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On-Chip Memory Enhanced Connectivity Frrrrrrrrn
. 36Kbit/18Kbit Block RAM . PCle® Interface Blocks AR R R
IR
oL BN BN L0 BN B BN BN BN LY BN AN L
ERTEE R
. DSP Engines . Hi-perf. Parallel I/O Connectivity Rt tate st teatRtarass
DSP48E1 Slices SelectlO™ Technology S stttsteaidetetatate &
L BN BN L B B BN BN B LJ B BN L)
SE N R RN
. Hi-performance Serial 1//O Connectivity S
Transceiver Technology = : : : : : = H: : :
PR RPR R R R RERR RN
Virtex®-7 FPGA

Source: Xilinx



Fourth-Generation ASMBL Architecture

SelectlO _
8 CMT Serial Tralnscelver

SelectlO

>
Lo
R S
- FPGA comprises columns of different 18 B
resources j | g
- Clocking, /0, BRAM, DSP, HSSIO i E
>
> =

T
Clock Buffers

and Routing

BRAM

T
PCI Express

CMT=clock management tile, HSSIO=high speed serial 1/0

Source: Xilinx
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CLB Structure

>
- Slice_M are memory-capable

- Slice_L are logic and carry only

>
- Consistent with previous architectures

- Single LUT in Slice_M can be a 32-bit
shift register or 64 x 1 RAM

>
- Excellent for heavily pipelined designs

Source: Xilinx



Block RAM

- All Xilinx 7 series FPGA families use same
block RAM as Virtex-6 FPGAs

>

- 32k x 110 512 x 72 in one 36K block

- Simple dual-port and true dual-port
configurations

- Built-in FIFO logic

- 64-bit error correction coding per 36K
block

- Adjacent blocks combine to 64K x 1
without extra logic

Source: Xilinx
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« 25x18 multiplier
» 25-bit pre-adder
- Flexible pipeline g

h

18

Register
 Carry in and out 2

. 96-bit MACC Eot

With

« Cascade in and out

« SIMD support — S
- 48-bit ALU e
« Pattern detect 5 7 4 4 Mu
- 17-bit shifter i |z

* Dynamic operation
(cycle by cycle)

SIGNIN

MULT

Source: Xilinx



Clocking Resources

>
- All 7 series FPGAs use the same unified
architecture
>
- Combination of paths for driving clock signals to
and from different locations
>
- High fanout buffers for connecting clock signals to
the various routing resources
>
- Device divided into clock regions with dedicated
resources
>

- One MMCM and one PLL per CMT
- Up to 24 CMTs per device

MMCM = mixed mode clock manager

Source: Xilinx



Input/Output Blocks

- High range: Supports standards up to 3.3V

- High performance: Higher performance
with more 1/O delay capability

- Supports I/O standards up to 1.8V

>
- Wider input/output SERDES
- Addition of independent ODELAY

OSERDES

P
<
—!
L
a
O

M OLOGIC/

>

- Phaser, IO FIFO, |10 PLL

Source: Xilinx
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SYDNEY Stacked Silicon Interconnect Technology

>
- Growth is higher than Moore’s Law dictates
>
- Multlple FPGA die on a silicon A Logic Cells
interposer (Millions) P
20T »
- Each die is referred to as a M:nre than
Super Logic Region (SLR) 151+ oore
- Vast quantity of interconnect 10t
between adjacent SLRs are '
provided by the interposer 05+

200K

D D &

Source: Xilinx
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- Tool chains place and route complete device as if it was one die

>

28nm 28nm 28nm 28nm
FPGA Die FPGA Die FPGA Die FPGA Die Micro-bump

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, — /TSV
-------------- Si Interposer

N i

TSV=through silicon via, c4=controlled collapse chip connection

Source: Xilinx



- Ultra high volume transceiver
- Wire bond package capable
>
- Support for the most common 10 Gbps protocols

>

- Support for 10 Gbps protocols with high forward
error correction overhead

>

- Enables next generation 100—400Gbps system line
cards

Source: Xilinx
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>
- Compliant to PCle Revision 2.1
- Endpoint & root port GTX Transceivers
- AXl user interface
- <100 ms configuration*
- FPGA configuration over PCI Express* PCl Express BlOCk A A
- End-to-end CRC* ‘ \ ‘ | A A
- Advanced error reporting* l
- 100-MHz clocking |¢ ‘
> V V
- Multi-function* ’ |" "
- Single-root I/O virtualization* - I
> Confguraion modde | |
- Lane widths: x1-8

- Data rates: Gen1 & Gen2 (2.5/5.0 Gbps)
- Dependent on GT and fabric speed

*New features in 7 series

Source: Xilinx
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A7 External

Analog Inputs |
ADC Results
Status

Registers

Define XADG
control Operation

On-Chip Registers

ensors Initialize with
/

Attributes

2 x12 Bits

Arbitrator:

On-Chip ' Sensors

Supplies 1%

lemperature ¥4°C Interconnect
Dynamic Reconfiguration

Port

Source: Xilinx



Cost, Power, and Performance

- Artix-7 family: Lowest price and power for high volume and consumer applications
- Battery powered devices, automotive, commercial digital cameras
- Kintex-7 family: Best price/performance

- Wireless and wired communication,
medical, broadcast

- Virtex-7 family: Highest performance POWER PERFORMANCE
and capacity

- High-end wired communication,
test and measurement, advanced
RADAR, high performance
computing

LOWEST

XILINX UNIFIED FPGA SERIES

Source: Xilinx
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>
- High (voltage) Range (HR)
- High Performance (HP)

>

Kintex-7 : : Virtex-7
/10 Types Family Virtex-7 Family XT/HT Family
High Range All Most Some
High Performance Some Most All

Source: Xilinx
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SYDNEY Multi-Gigabit Transceiver

>
- Artix-7 family: GTP
- Kintex-7/Virtex-7 family: GTX
- Virtex-7 XT family: Mixture of GTX and GTH
- Virtex-7 HT family: Mixture of GTH and GTZ

Artix GTP

1LC/I | 0.612 | 3.125 0.612 5.0 6.6 0.612 6.6 0.612 | 10.3125 N/A N/A
1C/I 0.612 | 3.125 0.612 5.0 6.6 0.612 6.6 0.612 | 10.3125 | TBD TBD
2C/ 0.612 | 3.75 0.612 6.6 10.3125 0.612 10.3125 | 0.612 13.1 28.05 | 28.05
3C N/A N/A 0.612 6.6 12.5 0.612 12.5 0.612 13.1 28.05 | 28.05

Source: Xilinx



Packaging — Artix-7 Family

~ 33mm
FnG-7121 <PH>

Source: Xilinx



Packaging — Kintex-7 Family

- Low cost bare die flip chip (FB) and conventional flip chip (FF)
- Small form factor packaging available

v

Exposed ] _ ]
Silicon Die Exposed Bare Die Flip Chip

p 3 Decoupling
Solder Capacitors Package (FB)

Bumps

"
T

Package
bstrate

<€Solder Balls

Source: Xilinx
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vV ¥V ¥V ¥V ¥

- MGT power supplies
- Block RAM power supplies

Copper Heatspreader Themal Interface Maienal Underfill Epoxy

: Flip Chip Solder Bump
Adhesive Epoxy*

- 1/O pre-driver power supplies

Solder Ball Organic Buid-Up Substrate

Source: Xilinx



Summary

- Artix-7 family: Lowest price and power
- Kintex-7 family: Best price/performance

- Virtex-7 family: Highest performance/capacity

Source: Xilinx



Architectural Evaluation
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Architectural Evaluation

» What value of | should we choose so 98% of LUTs in a cluster can be used?

» What is the effect of K and N on area and delay?

» These questions are circuit-specific so they involve an interaction of CAD tools
with the architecture

44
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E
FPGA
Logic Block EN.I
Architecture
N.I
FPGA
Description

Foutung

Architectural Evaluation [1]

Circuis

l

Logc optimization {SIS)

!

Technology Map 10 K-LUTs
(FlowMap + FlowPack)

r

Pack BLEs mre Lozic Clusters (T-VPACK)

!

Placement (VPR, timing-driven placement)

Architecture

Routing (VPR tinung-driven router)

Min =of NO

macks ?

TES - Win determuned

Adjust chanme!
capacittes (W)

Routing with W= 1.3 Wmmn (VPR tming-driven roussr)

Determine critical path delay and transistor area to build FPGA routing (VPR)

From [1]

45



» Spice simulations used to characterize cluster and routing delays

» Timing model in VPR updated

46



THE UNIVERSITY OF

SYDNEY

MCNC Benchmarks [1]

| Circuit | 4 of 4-Input BLEa | # of Nets |
alu4 1522 1536
apex2 1878 191&
apex4 1262 1271
bigkey 1707 1936
clma 8383 8445
dea 1591 1847
diffeq 1497 1561
daip 1370 1599
elliptic 3604 3735
ex1010 4598 4508
=x5p 1064 1072
friac 3556 3576
mis=x3 1397 1411
pdc 4575 4591
2293 1931 1935
238417 5406 6435
238584.1 5447 5485
2eq 1750 1791
apla 3690 3706
tseng 1047 1099
display chip 1794 24109
img calc 10141 10180
img_ interp 2727 27609
input chip 807 841
p=akchip 809 840
scalel25 chip 2632 2654
acale2_chip 1189 1202
warping 1353 1394

47
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| required for 98% Utilization [1]

35 1 ) 1 T I 1 1 1

30 LUTSIZE=2 — -
LUTSIZE=2 — -
LUT SIZE=4" -
LUTSIZE=§ —— gt /,—-"’

il LUTSIZE=8& -—- -

TUTSIZE =T ——m A |

Inputs Required for 98% Utkzaton (1)

1 1
5 8
Cluster Size (N)

-
-

0 1 1

-h
[ 8]
w
S
n
-l
w®
o

10

Fig. 6. Number of Inputs Required for 98% Logic Block Utilization

Empirical relationship: | — E (N +1)
2

48
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Area vs N and K [1]

I 600 4 T T T T 4500
"Area per Cluster" —+—
; "Number of Clusters” ---x---
MO N 1 4000
= 1200 |
83 - 3500
© % N
22 1000 -
s X
s& 1 3000
£8 "
o i N
=2 8w
= @ Sy
EE 1 - 2500
$2 g0 |-
g 3 R
(& g e
i - 2000
<< 400 /)@-
1 1500
200 | g oo
_-—-——’—""‘/ TS
0 ' : ' ' 1000
2 3 4 5 6 7
LUT Size (K)

Number of clusters reduced as K increases but area increased

49
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Breakdown of area usage [1]

2.2e+06 T T T T
"LUT Area" —+—
26406 - "Mux Area (Cluster Size = 2)" ---x--- i
2 "Mux Area (Cluster Size = 3)" ---%---
"Mux Area (Cluster Size = 4)" 8-
‘ "Mux Area (Cluster Size = 5)" - -m -
1.8e+06 - "Mux Area (Cluster Size = 6)" - -0 - 5
"Mux Area (Cluster Size = 7)" -—-—---
"Mux Area (Cluster Size = 8)" X

1.6e+06 - "Mux Area {Cluster Size = 9}" . -
“"Mux Area (Cluster Size = 10)" -

1.4e+06
1.2e+06

1e+06

(28 benchmark geometric avg.)

800000

600000 §-= 11

LUT Area and Multiplexer Area (min. width trans. area)

400000 E i e
200000 il
2 . :

LUT Size (K)

» Intra-cluster mux area significant for large cluster size

50
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Area vs N and K [1]

Total FPGA Area (min, width trans, areas)
(28 benchmark geometric avg.)

Ge+08

5.5e+08 |
N\

S5e+08 |-

L}
"Cluster Size = 1" —+—
"Cluster Size = 2" -~
"Cluster Size = 2" - #%--
"Cluster Size = 4" 0~
"Cluster Size=%5" --% - _|

T e
RS e
2.5e+08 | s g 7
sl
i [ o
3e+08 ' : :
2 < 5 g 7

LUT Size (K)

51



THE UNIVERSITY OF

SYDNEY

Area vs N and K [1]

Se+06 T T T T
"Cluster Size = 8" ---0--
"Cluster Size=7" ——4—- E
4.8e+06 - "Cluster Size = 8" ---%--- Fi
"Cluster Size = 8" -—%— / 5
"Cluster Size = 10" —8— E
g 4 Se+0E w
X ¢
‘?‘ — -'. v
o &
o = 4 4e+08 A
B
§ § 4.2e+08 o
E ®
EE 4e+08 .|
<t
<
o S 2.8e+08 -
=S
™
2 2.6e+08 =
2.4e+08 —
2.2e+06 ! L . 1
2 3 - 5 G 7
LUT Size (K)
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Area vs N and K

» Area measure is geometric average of total area of all benchmarks
» LUTs of size 4-5 are most area efficient

» Reduction in area as cluster size increased from 1 to 3 for all LUT sizes. For
N>4, little impact on total area

53



Inter-cluster routing area [1]

5.5e+06 T , , .
"Cluster Size = 1" —+—
"giuster gize = % sy
j "Cluster Size = 3" --- %
5e+06 "Cluster Size = 4" o
"Cluster Size = 5" ---m--
"Cluster Size = 6" ---o -
4 5e+06 "Cluster Size =7" -+ =

"Cluster Size = 8" ------
"Cluster Size = 9" - .
"Cluster Size = 10"

) -

0 ¥

4e+06

356406
3e+06

2.5e+06

2e+06

Total Inter-Cluster Routing Area (min. width trans. areas)
(28 benchmark geometric avg.)

1.5e+06

1e+06 2
LUT Size (K)

» Decreases linearly with K
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Delay vs Cluster Size

» As LUT and cluster size increases

- delay through a cluster increases

- number of LUTs and clusters in series on critical path decreases

95



Delay vs Cluster Size [1]

50 I | |

1
"Cluster Size = 1" —+—
"Cluster Size = 2" ---x---
"Cluster Size = 3" - %
"Cluster Size = 4" 8-
"Cluster Size = 5" - -m-
"Cluster Size = 6" - -o
"Cluster Size = 7" --—+---
"Cluster Size = 8" ---%---
"Cluster Size = 9" +
“"Cluster Size = 10" --8--

Total Critical Path Delay (ns)
(28 benchmark geometric avg.)

10 | | | |

LUT Size (K)
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Area-delay product [1]

03 1 : | _
"Cluster Size = 1" —+—
"Cluster Size = 2" ---x---
"Cluster Size = 3" ---%---
"Cluster Size = 4" @
] "Cluster Size = 5" - -m
0.25 "Cluster Size = 6" ---0- |
| "Cluster Size = 7" --—+---
"Cluster Size = 8" X

E "Cluster Size = §" %

3 “Cluster Size = 10" --8--
=] 0.2 |
BE
a8
=, O
0
JE
85 015 _
* R

0

N

0.1 |
. _ -#‘f_,,..
g g T i |
\Q&i;g:;{.:;i&? T o '_.—x-t:-‘xm”ﬁ*":*’:'i'."—"j’
SRS T S TS N e e e e 2 ".-ﬂvv:‘!ﬂ?:?"_é‘“-__.‘.f}z R
0.05 1 ) : |
2 3 = :

LUT Size (K)
LUTs size 4-6 and cluster size 3 to 10 best

o7
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Summary

» Introduced island style FPGA architecture

» [1] describes a methodology for evaluating the impact of different architectural
parameters on area, delay, area*delay

» Remember that the results are also a function of IC technology, CAD tools and
benchmarks

» The VPR tool allowed exploration of different architectural choices without
actually building the FPGAs

- Common theme in this course

58
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Review Exercises

» What is K and N for the Virtex-7 and Stratix-V architectures?
» How many LUTs does it take to implement a full adder?
» How is | related to K and N?

» How does K&N affect LUT area?

» Would changing the benchmarks change the results of this study?

60



